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Preface 
 

The Croatian Society of Mechanics is an association with the objective of promoting 

education, research and application in the field of fluid and solid mechanics. Within the 

framework of this Society, scientific gatherings have been organised in order to make an 

environment for the exchange of new ideas and achievements in mechanical sciences. The 

most prominent scientific events are the international congresses of the Croatian Society of 

Mechanics. The nine previous congresses took place in Pula in 1994, Supetar in 1997, Cavtat 

in 2000, Bizovac in 2003, Seget in 2006, Dubrovnik in 2009, Zadar in 2012, Opatija in 2015 

and in Split 2018. It has always been the intention to hold the conference in an attractive 

environment. Therefore, the place of the 10th International Congress of the Croatian Society 

of Mechanics (10th ICCSM) is Pula, the city of the Istrian peninsula, and one of the Croatia’s 

most popular tourist destination. After nine very successful ICCSM conferences we are 

returning to the same venue, where the conferences started. The Congress has been organised 

under the auspices of the Croatian Academy of Sciences and Arts and the co-organizer is 

Central European Association for Computational Mechanics, CACM.  

The scientific programme of the 10th ICCSM consists of 4 plenary lectures and 136 

regular lectures divided into 29 sessions in which there are 4 organized sessions. In the 

plenary lectures, prominent researches have addressed the state-of-the-art advances in the 

mechanical sciences. In other contributions, the scientists from all over the world have 

provided an international forum for the presentation and discussion of recent advances in 

various fields of theoretical and applied mechanics. Special attention is directed to the 

development of modern numerical formulations. This scientific gathering is also an 

opportunity for valuable interactions between junior and senior researchers that may result in 

new ideas as well as new in prospective research directions. 

This proceedings contains the extended abstracts of the three plenary contributions and 

the extended abstracts of all 136 regular presentations. All contributions are printed from 

camera-ready copies submitted by the authors. Therefore, the editors do not assume liability 

for possible errors or inconsistencies. The extended abstracts are also published in Book of 

abstracts. 

We gratefully acknowledge the valuable contribution of the plenary speakers who 

gladly accepted our invitations, and all the authors of the contributed papers. Furthermore, 

we express our gratitude to the members of the Scientific Committee who promoted our 

Congress worldwide as well as to the colleagues who chair the Congress sessions. Many 

thanks go to our sponsors, especially the golden sponsors AVL AST d.o.o. CROATIA, 

Zagreb and ECON ENGINEERING KFT., Budapest, Hungary, the silver sponsor KONČAR 

– Electrical Industry, Zagreb, the bronze sponsors CVH – CENTER FOR VEHICLES OF 

CROATIA, Zagreb, KONČAR – Distribution and Special Transformers Inc., Zagreb and 

TOPOMATIKA three-dimensional scanning, optical measuring systems and computer 

processing d.o.o., Sveta Nedelja, Croatia as well as the sponsor KONČAR – Steel Structures 

Inc., Zagreb. Without their valuable financial support we were not able to organize this 

scientific gathering successfully. 

Special thanks go to Tina Pintar our administrative secretary, who contributed to the 

success of the Congress. Finally, we would like to thank everyone who helped in any way in 

organising this scientific event. 

 

Ivica Skozrit, 

Jurica Sorić, 

Zdenko Tonković 
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1. Introduction 

Computational simulations provide a powerful tool for predicting the behavior of solid bodies under 

external loading. However, their predictive ability highly depends on the correct choice and 

calibration of the material model, a ubiquitous problem in solid mechanics. Traditional material 

models with an a priori-chosen mathematical form require trial-and-error procedures to update the 

choice of this form until the model succeeds to accurately describe the material behavior observed in 

experiments. Machine-learning based material models provide a promising alternative, but training 

such models generally relies on large amounts of stress-strain data pairs, that are not realistically 

available from experiments. In this light, we propose EUCLID (Efficient Unsupervised Constitutive 

Law Identification and Discovery); a method for automatically discovering material models and their 

probability distributions. The two main features of this method are: i. the mathematical form of the 

material model is not chosen a priori, but automatically selected from a large ansatz space, ii. the 

method solely relies on experimentally measurable data, i.e. full-field displacements and net reaction 

forces. 

2. EUCLID 

The objective of EUCLID is to discover interpretable material models from a large catalogue of 

candidate models, which is constructed through a general parametric ansatz that depends on a large 

set of material parameters 𝜽. To compensate for the lack of labeled data, EUCLID employs physics 

knowledge, i.e., given the full-field displacements and net reaction forces, the residuals of the weak 

linear momentum balance are minimized together with a sparsity promoting regularization term 

 𝜽opt = argmin ∑ ‖𝒇𝑖
int(𝜽)‖

2

2

𝑖
+ 𝜆𝑟∑ ‖𝑅𝑗

int(𝜽) − 𝑅𝑗‖2
2

𝑗
+ 𝜆𝑝‖𝜽‖𝑝

𝑝
, (1) 

where 𝒇𝑖
int are the internal forces in the bulk material, 𝑅𝑗

int are the integrated internal forces at the 

boundary, 𝑅𝑗 are the measured reaction forces, 𝜆𝑟 and 𝜆𝑝 are weighting coefficients, and ‖𝜽‖𝑝
𝑝
 is the 

(quasi) Lp-norm for 0 < 𝑝 ≤ 1, which promotes sparse material parameter vectors and hence 

mathematically concise and physically interpretable material models. 

 

EUCLID has been successfully demonstrated for the discovery of hyperelastic [1] and elasto-plastic 

[2] material models. In these two cases, large catalogues are constructed respectively for the strain 

energy density function or for plastic yield surfaces with hardening laws, and the minimization 

problem in Equation (1) is solved. Figure 1 shows exemplary results of true and discovered yield 

functions for different noise levels 𝜎 and different benchmark models, as well as yield surface plots 

of the true and discovered Tresca model after isotropic and kinematic hardening. It is observed that 

EUCLID discovers in many cases the correct mathematical form of the yield function and accurately 

identifies the shape of the yield surface. 

mailto:%7bfirst.author,third.author%7d@fsb.hr
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Figure 1. True and discovered yield functions for different benchmark models [2] 

 

3. Bayesian-EUCLID 

In our most recent work [3], the problem of material model discovery is considered from a Bayesian 

perspective. Through Markov Chain Monte Carlo sampling, Bayesian-EUCLID deduces a posterior 

probability distribution for the unknown material parameters 𝜽, which is a joint distribution of the 

model likelihood and a sparsity promoting spike-and-slab prior. In this way, parsimonious and 

interpretable material models can be discovered with quantifiable uncertainties. An example 

considering the hyperelastic Isihara model is shown in Figure 2, where it is seen that the method 

assigns high probabilities to true parameters and suppresses the activity of false parameters. Further, 

the strain energy density functions of the true and discovered models along different deformation 

paths are in good agreement and narrow confidence intervals are observed.  

 
Figure 2. Posterior distribution (a) and activity (b) of the material parameters, and strain energy 

density of the true and discovered models along the different deformation paths (c-h) [3] 
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1. Introduction 

 The growing demand for green and clean energy is one of the major challenges for our society in 

the coming decades and century. Nuclear fusion is one of the most attractive and unlimited sources 

of energy that would be able to solve this problem. However, a nuclear fusion reactor puts 

unprecedented requirements on materials to sustain the harsh operation conditions in the tokamak that 

magnetically confines the plasma. 

2. Problem statement 

 One of the critical components is the divertor, which extracts heat and serves as an exhaust. The 

divertor is typically composed of tungsten monoblocks, consisting of a tungsten tile that is bonded to 

a water-cooled copper alloy heat sink. 

 
Figure 1. Cross-section of a fusion reactor, with the divertor components highlighted 

 

 As a plasma-facing material, tungsten is subjected to high thermal and particle loads (neutrons and 

ions). The high thermal loads do not only induce large thermal gradients, but they also entail 

microstructural evolution. The particle loads result in the generation of point defects (vacancies, self-

interstitials) and clustered lattice defects (e.g. nano-pores). The ingression of helium leads to 

interactions with these defects, affecting the overall properties and performance of the tungsten 

material. Understanding the mechanical performance, damage and (loss of) ductility of tungsten under 

these harsh conditions is only possible through an integrated multi-scale modelling approach. 
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3. Multiscale model for tungsten in fusion conditions 

 This contribution presents a multi-scale model for the complex mechanical and physical behaviour 

of tungsten in fusion conditions. The key ingredients of this multiscale approach are: 

• Neutron-induced displacement cascade damage in tungsten, using a cluster dynamics model 

[1,2] 

• Multiscale model for the Helium implantation from the plasma, leading to bubble formation 

and complex interactions with the irradiation induced defects [6] 

• Thermal loads and excursions, entailing microstructural recrystallization with evolving 

defects, for which a numerical approach to predict the monoblocks’ recrystallization during 

cyclic heat load exposure is presented [1,3,9] 

• The brittle-to-ductile transition: a crystal plasticity model with a novel cleavage criterion to 

capture the sharp transition from a brittle response to a more ductile behaviour in high-

purity tungsten [5,7,8,10]. 

• A two-scale fracture probability analysis investigating the unstable growth of pre-existing 

cracks for different loading scenarios of a tungsten monoblock [11]. 

The presented work is complemented by advanced experiments, exploiting the extreme conditions 

generated by the linear plasma generator Magnum- PSI [4]. 

4. Conclusions 

The proposed multi-scale approach bridges length scales ranging from the level of lattice point defects 

(in the form of vacancies and interstitials) to the polycrystalline microstructure and to the scale of a 

tungsten monoblock. The developed models provide adequate qualitative insights in the complex 

brittle-to-ductile fracture behaviour of tungsten.   
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1. Introduction 

 Current challenges such as the “Energiewende” and novel cooling systems are creating a steadily 

increasing demand for high-performance magnets. To meet this demand, new powerful magnets must 

be developed. Besides a particularly high power density, these magnets must also satisfy high 

requirements in terms of environmental compatibility as well as geopolitical factors. Here, 

micromagnetic simulations can be a very powerful tool to predict promising magnetic composites. 

2. Magneto-elastic micromagnetic framework 

 

 

 

 

 

3. Numerical examples 
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1. Introduction 

 Polyurethane (PU) foams are widely used as core materials for sandwich structures as insulating 

systems, in construction, marine application, etc. An important part of the sandwich structure is the 

core, which usually carries shear loads. Choosing a reliable test method and knowing the exact shear 

properties of the core used in structural design is useful for engineering practice. The shear properties 

of the core can be determined by several test methods described in ASTM C273 [1] and ISO 1922 [2] 

standards. Determination of shear properties of PVC foam according to ASTM C273 standard and 

using DIC technology is described in [3].  

 This paper aims to present the ISO 1922 standard test method used to determine the PU foam core 

shear modulus using two procedures of measuring the displacements, in a standard known as 

Procedure A and B. While Procedure A is only recommended for obtaining shear strength, Procedure 

B is recommended for obtaining shear modulus using extensometers. The aim of this paper is to 

determine the influence of the accuracy of displacement measurement obtained by Procedure A and 

B on the shear modulus of PU foam. 

2. Experimental research  

 The laboratory tests were performed on PU foam with a nominal density of 45 kg/m3. A total of 

five specimens with dimensions of 250×50×25 mm were cut out of the sandwich panel core. The 

apparent density was measured for each specimen according to ISO 845 [4] standard, and the average 

value for five specimens is equal to 39.5 kg/m3.  

 

 

 

    According to ISO 1922 standard, the test specimen consists 

of a sandwich core material and metal loading plates attached to 

the tensile metal fittings (Figure 1). PU foam prisms are glued 

to the loading plates using a two-component epoxy adhesive 

Araldite 2014-2. The specimen is fitted into testing machine 

loading grips that transfer the shear force to the core material. 

   Test specimens are marked as S45-1, where the first mark 

defines the type of test (S-shear), the second mark defines the 

nominal density of PU foam, and the last mark defines the 

number of specimens. 

   The tests were performed on the universal tension-

compression Zwick/Roell Z600 testing machine using a load 

cell of capacity 50 kN. Mechanical grips with a capacity of 10 

kN were used. Prior to testing, specimens were conditioned for 

6 hours at a room temperature of 22 °C with a relative humidity 

of 42,7%. The shear in the specimen is applied using 

displacement control of moving crosshead, with a test speed of 

1 mm/min.  

Figure 1. Test set-up for the 

shear test with an extensometer 

According to Procedure A, displacement was recorded on the test machine, while Procedure B 

demands the usage of an external extensometer that measure the relative displacement between 

loading plates. 

Machine grip 

Tongue and groove 

Test specimen 

Extensometer protection 

Extensometer  

Loading plates 
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2. Results  

      The typical force-displacement curves obtained by the shear tests of specimens with a nominal 

density of 45 kg/m3 are plotted in Figure 2a. The curve represents the results for procedure A. The 

shear modulus was calculated using the expression according to ISO 1922 standard, in such a way 

that the thickness of the specimen is multiplied by the slope of the linear portion of the force-

displacement diagram and divided with a shear cross-section of the specimen. The average value of 

the shear modulus for five specimens according to Procedure A is equal to 2.47 MPa, while the shear 

modulus according to Procedure B is equal to 3.30 MPa (Figure 2b). 

 

  
(a) (b) 

Figure 2. (a) Force-displacement curves for Procedure A, and (b) Comparison between Procedure A 

and Procedure B for average values of forces and displacements 

6. Conclusions 

 This paper was focused on determining the shear modulus of PU foam according to a Standard 

ISO 1922 where two different procedures displacement measurement were used. Despite the fact that 

it is recommended to use Procedure B to determine the shear modulus, it can also be obtained by 

Procedure A. The advantage of Procedure A is that it is not necessary to use additional measuring 

devices on specimens. However, for PU foams of lower densities, it is evident that measuring the 

displacement using Procedure A gives a significant difference in the shear modulus. The study 

showed that the difference between average values of the shear modulus obtained by Procedure A 

and B is equal to 22.9%.   
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1. Introduction 

 Due to the high specific stiffness and strength and other significant advantages, composite 

materials are increasingly used as materials for main load-bearing structures. A representative 

example of their application are the structural elements of various vehicles, aeroplanes, helicopters 

and cars, where Carbon Fibre Reinforced Composites (CFRP) are most often used. Due to the 

anisotropic properties of fibre reinforced composites and the heterogeneity of the material at the 

microstructural level, their failure modes are very complex and often difficult to predict. Damage of 

composite materials is a complex phenomenon that involves many, sometimes interactive, failure 

mechanisms at the microlevel and inelastic response of the material. This phenomenon becomes even 

more complicated in impact loading conditions due to the strain rate dependence of epoxy matrices. 

Consequently, a numerical strain rate dependent damage prediction methodology is implemented in 

this work to simulate impact damage in CFRP structures at a wide range of impact velocities.  

2. Numerical model and results 

 Numerous approaches to modelling strain rate effects in composites have been proposed and 

evaluated, including nonlinear visco-plastic models, damage mechanics and macro-level failure 

criteria. These approaches are most often applied in the analysis of composite structures and are 

primarily used for quasi-static load conditions. The available failure criteria and design guidelines are 

still not completely reliable, especially in cases of certain biaxial and triaxial stress states and dynamic 

loading conditions. One of the reasons for the unreliability of theories is the lack of adequate, 

complete and reliable experimental data that would provide all the required model parameters. 

However, advanced numerical models at various levels are increasingly used to simulate the impact 

loading of composite structures in engineering problems. Established failure criteria, e.g. Puck [1] or 

LaRC [2] criteria, that showed good results for static and quasi-static cases, are modified for 

application in dynamic loading conditions by including the conclusions of the strain rate effects in 

unidirectional composite materials.  

 The influence of strain rate effects is introduced into the existing failure criteria in dynamic loading 

conditions using scaling functions. Typically, the strengths or moduli of elasticity are scaled by 

logarithmic functions such as in eq. (1),  after [3], 

 . (1) 

The drawback of such functions is that their application requires calibration of parameters using 

experimental data that is available for a limited number of CFRP materials, with IM7/8552 as the 

most widely studied example. To remedy this obstacle, a significant advantage of the approach to 

defining the scaling function in [3] is that all effects on strengths, moduli of elasticity and the failure 

surface are modelled using the same function with parameters calibrated according to the strain rate 

dependence of the composite ply in-plane shear strength. 
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  a)      b) 

Figure 1.a) Numerical model of low velocity impact (LVI), b) Comparison between experimental and 

numerical results of LVI at 30 J impact energy 

  

 The damage model applied in this work is based on the failure theory introduced in [3] and the 

mesh-objective progressive damage modelling approach after [4]. The damage model is defined using 

three independent damage variables - one variable for tensile and compressive damage in the fibre 

direction and one variable for matrix damage. Since the applied failure criterion is based on Puck’s 

theory, damage propagation was also modelled in the fracture plane coordinate system using Bazant's 

crack band model to alleviate the size effects in the strain-softening regime [5]. The developed model 

was built into the Abaqus/Explicit software package using VUMAT subroutine and validated using 

experimental studies of various impact cases. Figure 1.a) shows the numerical model of the drop 

weight tower impact test, used for low velocity impact simulation, where the laminated plate was 

discretized using solid finite elements. Excellent agreement between experimental [6] and numerical 

results of LVI at 30 J impact energy is shown in Figure 1.b).  

3. Conclusions 

The analysed low-velocity impact case results in strain rates that considerably affect the behaviour of 

the CFRP material. As shown in this work, the inclusion of the strain rate effects into the damage 

model significantly increases the accuracy of the numerical results in the impact damage prediction. 
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1. Introduction 

Auxetic cellular metamaterials exhibit advanced material properties, such as high stiffness to mass 

ratio, increased energy absorption capacity and vibration damping. Orthogonal chiral auxetic 

metamaterials were studied in previous research [1]–[3] where their strain rate dependency was 

observed. Most cylindrically designed auxetic structures have been developed by mapping 

two-dimensional auxetic geometry to the outer surface [4], [5]. An innovative axisymmetric auxetic 

metamaterial was developed and patented by the Laboratory for Advanced Engineering Simulations 

and Experimentation (ACE-X) at the Faculty of Mechanical Engineering, University of Maribor [6]. 

This study reports on the impact response of the novel axisymmetric auxetic metamaterial with graded 

structure at different loading-rates to determine its strain fields, the Poisson’s ratio, and the strain rate 

sensitivity.  

 

                             

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Axisymmetric cellular metamaterial and the geometry design process 
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2. Materials and testing methods  

2.1. Axisymmetric auxetic specimens with graded structure 

The three-dimensional geometry of the novel structure corresponds to the 10th eigenmode of the 

regular cubic unit cell. The cellular struts in the structure are sinusoidal curves of concave or convex 

curvature. The three-dimensional four-chiral unit cells are spatially distributed in the radial and axial 

directions (Figure 1). Radially graded structure was achived by scaling the length and amplitude of 

the vertical struts. From produced CAD models, axisymmetric samples of average dimensions of ∅21 

mm × 21 mm were manufactured using the advanced powder fusion method (PBF) with basic material 

316L stainless steel.  

2.2 Quasi-static and dynamic testing 

The basic mechanical parameters were determined by conducting quasi-static compression 

experiments using the INSTRON 8801 at loading velocity 0.1 mm/s (strain rate 0.005 s-1). To 

evaluate the strain rate dependency of the studied structures, the second set of tests was conducted by 

increasing the loading velocity to 284 mm/s. Higher strain-rate experimental tests were conducted on 

the direct impact Hopkinson bar (DIHB) apparatus at two impact velocities: 10 m/s and 21 m/s (strain 

rate 1050 s-1). All tests were recorded with high-resolution camera Photron Fastcam SA-Z  at image 

resolution 640 × 280 px with frequency 70,000 fps. The digital image correlation (DIC) was 

employed to determine Poisson’s ratio and strain fields. Engineering stress values were calculated 

from experimental measurements using strain gauges.  

3. Results and conclusions 

Full-filed strain analysis using DIC showed the formation and propagation of deformation fronts. 

Deformation fronts are the main indicators of the different loading rates, such as quasi-static, 

transitional, and shock loading rates. The quasi-static deformation regime was observed at loading 

velocities 0,1 mm/s, 284 mm/s and 10 m/s, while the transitional dynamic deformation regime was 

observed at impact velocity 21 m/s. Evident material strain rate hardening was observed at an 

increasing strain rate. The Poisson’s ratio gradually increased during the deformation process. The 

strain rate increase enhanced the auxetic effect. The retrieved engineering stress-strain data showed 

smooth, gradual compressive deformation behaviour in all tests. With a graded internal chiral 

structure of axisymmetric cellular metamaterials, a constant plateau stress without oscillations was 

achieved. 
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1. Introduction 

Uniform lattices composed of one type of lattice structure repeated periodically have been 

extensively investigated in literature for their mechanical and physical properties. Their promising 

properties, which include a desirable combination of high strength, stiffness and toughness, suggest 

that hybrid structures made of two or more lattice (unit cell) types can exhibit even more advantageous 

and desired properties. Recent advances in additive manufacturing enable the fabrication of very 

complex cellular geometries like Triply Periodical Minimal Surface (TPMS) cellular structures [1].  

This work aims to (1) investigate the mechanical properties of multi-morphology (hybrid) lattices 

with spatially variable unit cell types designed based on implicit functions, and (2) utilise and validate 

shell-based finite element computational models to decrease the computational costs. The new 

computational models can be used to design and evaluate other implicit function-based lattices and 

their mechanical performance (e.g., improved crashworthiness, increased energy absorption 

capacity). 

 

2. Methods and materials 
 The uniform and hybrid (longitudinal and radial) TPMS lattices were designed and generated 

using the software MSLattice [2] with 4 different relative densities (ranging from 11% to 22 %). The 

generated lattices shown in Figure 1 were fabricated from stainless steel using the powder bed fusion 

system EOS M280. Uniaxial compression tests following the standard ISO 13314:2011 were 

performed by using a servo-hydraulic INSTRON 8801 testing machine with a position-controlled 

cross-head rate of 0.1 mm/s (quasi-static) and 284 mm/s (dynamic). 

 The computational models of TPMS samples were generated using MSLattice. The generated mid-

surface lattice geometries were discretised with shell finite elements by using the PrePoMax software 

[3]. The boundary conditions and elasto-plastic material model were defined using the LS-PrePost 

software. The LS-DYNA finite element software was used for all computer simulations presented in 

this study. 
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Figure 1. Geometry and deformation behaviour of uniform and hybrid TPMS structures 

 

3. Results and conclusions 
After validating the computational models for four different fundamental TPMS lattices (diamond, 

gyroid, IWP and primitive), the mechanical behaviour of hybrid TPMS lattices was analysed. The 

compressive experimental tests in this study were performed at the same conditions as for the uniform 

lattices [4]. The validation study showed that the computational models can predict the correct 

deformation behaviour. The computed mechanical responses (stress-strain relationships) are also 

comparable to experimental results. The plateau stress and specific energy absorption differ up to 24 

% and 12 %, respectively, for analysed high relative densities. The main reason for the discrepancy 

is the generation of computational models based on the shell finite elements (FE). This could be 

alleviated by using the volume FE instead of shell FE, which would result in significantly increased 

computational times and divergence issues at large deformations. The use of both shell and volume 

FE leads to delayed densification of the computational model. This study shows that the shell FEs are 

appropriate for computational simulations of TPMS lattices up to the densification. 

Longitudinal and radial hybrid TPMS lattices consisting of diamond and gyroid lattices were then 

developed, fabricated and evaluated using both experiments and computational simulations. 

Longitudinal hybrid lattices exhibit an inclined plateau region with hardening behaviour due to 

consecutive deformation and densification of the less stiff Gyroid lattice. A layer-wise collapse is 

followed by more controlled deformation and densification of stiffer Diamond lattice. The plateau 

stress in radial hybrid lattices is much more uniform and constant due to the concurrent deformation 

of radially spaced lattices. 
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1. Introduction 

 Cellular materials attract engineers and scientists by their exclusive mechanical and thermal 

properties [1]. Their long plateau behaviour makes the cellular materials perfect candidates for energy 

absorption applications. Therefore, the determination of the mechanical properties of these materials 

is of great importance. Quasi-static experiments are widely used to determine the mechanical 

properties of cellular materials. However, at high strain rates, the behaviour of cellular materials 

changes depending on the geometry of the cellular material [2], the sensitivity of the base material to 

strain rates [3], the microinertia effect [3], the internal gas effect [3], and the shock wave effect. For 

this reason, characterization of cellular materials should be performed at the strain rate of the 

anticipated application. 

 Characterization of cellular materials at high strain rates is currently the subject of study. The 

requirements for high strains, the establishment and observation of dynamic equilibrium are the main 

challenges and prerequisites for adequate characterization of cellular materials. This article reviews 

the current state-of-the-art characterization of cellular materials in direct impact tests. 

2. Challenges in the characterization of cellular materials at high strain rates 

 Since cellular materials are used in shock absorption applications, it is essential to determine how 

much energy they absorb during their deformation. For this reason, it is necessary to determine the 

stress-strain behaviour of the specimen until it is densified during testing. However, materials with 

high specific energy absorption may not be deformed sufficiently due to the limited input energy of 

the test setup. 

     The Direct impact Hopkinson bar (DIHB) is an experimental setup for studying the dynamic 

response of cellular materials. The striker is accelerated in the accelerating barrel with pressurized 

gas and directly impacts the sample. The kinetic energy of the striker is transferred directly to the 

specimen. The configuration of the test setup is shown in Figure 1. 

 
Figure 1. Direct impact Hopkinson bar (DIHB) configuration 

 

 The striker's kinetic energy depends on the pressure of the accelerating gas, the length of the barrel, 

and the friction in the system. The kinetic energy transferred to the sample should be greater than the 

specific energy absorption (SEA) of the sample multiplied by the sample volume to deform the sample 

to its densification. Consequently, some high specific energy absorption materials cannot be deformed 

sufficiently due to the limited kinetic energy that is reachable by testing apparatus configuration. This 
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problem can be solved by reducing the volume of the material, which is possible only to a certain 

extent, depending on the manufacturing capabilities. The kinetic energy can also be increased to a 

certain degree by increasing the length of the accelerating barrel and the accelerating gas pressure. 

     In the DIHB test setup, the deformation of the specimen by the direct striker and the passage of 

the striker through the accelerating barrel with close tolerances make it difficult to attach a measuring 

device (e.g., a strain gauge) to the striker. Consequently, the dynamic equilibrium cannot be observed 

and verified. It should be noted that the observation of the dynamic equilibrium is necessary to 

determine the strain range and time interval with valid obtained stress-strain relationship. 

 Recently, an Open Hopkinson pressure bar (OHPB) test setup was developed by Govender and 

Curry [4] that allows strain gauges to be used on both sides of the specimen, thus observing the stress 

state on both sides of the specimen. The specimen is deformed directly by the kinetic energy of the 

striker, but this setup requires additional bearings to support the striker outside of the acceleration 

barrel. 

 The use of high-speed cameras in conjunction with the digital image correlation technique has 

great potential to accurately measure the surface deformation, the Poisson’s ratio, and the strain rate 

sensitivity of cellular materials at high deformation rates. Such a setup enables the use of advanced 

and more accurate analysis methods for high-speed experiments. One of such methods is the non-

parametric approach. Othman et al. presented this method for determining the stress-strain field in 

non-homogeneous materials [5]. The specimen is divided into finite slices in the direction of loading. 

Using Newton's law of motion, the internal stresses formed in the slices are correlated with each other, 

considering the inertia effect. This method uses a force measurement at the specimen boundary and a 

displacement measurement performed with a digital image correlation technique as input. It allows 

the identification of the strain-stress relationship at any slice of the specimen. 

3. Conclusions 

     This paper provides insight into the principles of the direct impact test, its limitations, and possible 

solutions for these limitations. Sufficient striker kinetic energy is needed to deform cellular materials 

in the direct impact setup fully. The non-parametric approach is a promising method to overcome the 

missing data problem caused by the inability to attach a measuring device to the striker in direct 

impact tests.  
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1. Introduction 

 Fiber reinforced polymers (FRPs) have seen an increase of their application across many industrial 

areas due to their outstanding mechanical properties and the possibility to adapt with predefined 

fiber architectures. However, it is challenging to describe their complex mechanical behavior caused 

by their heterogeneous microstructures. For that purpose, comprehensive experimental investigations 

are required to determine in detail the FRPs response. Full-filed measurement techniques, such as 

Digital Image Correlation (DIC) and X-ray computed tomography (XCT) 0 are often used to meet 

these challenges. Moreover, the characterization of the orthotropic behavior of fibrous materials calls 

for experimental investigations under different loading regimes.  

 In the present study, comprehensive mechanical characterization of a glass fiber woven fabric 

(WF) subjected to simple shear loading is presented. The Modified Arcan Fixture (MAF) 0 was used 

to prescribe simple cyclic shear loading on a butterfly sample geometry. In order to reveal the complex 

material behavior, 2D and stereoDIC techniques were simultaneously employed. Furthermore, X-ray 

micro-computed tomography scans were acquired after each loading cycle to assess damage 

mechanisms in the bulk of the investigated WF sample.  

2. Experimental protocol and results 

 An ex-situ simple shear test was carried out with the MAF on a butterfly sample made of a woven 

glass fiber fabric infused with a vinylester resin. During mechanical loading, the two surfaces of the 

butterfly specimen were monitored with single and stereo camera systems. To mitigate the influence 

of out of plane motions on the measured displacement fields, the single camera was equipped with a 

telecentric lens. Moreover, after each loading cycle, a CT scan was acquired in the unloaded state to 

assess the damage state in the bulk.  
From the measured displacement fields, the mean strain levels were calculated in the shear zone 

(i.e., between the two V notches). In Figure 1 the shear stress vs. principal strain curves obtained via 

2D and stereoDIC are presented. The results obtained from the two measurement sources show a 

good agreement until the onset of macroscopic damage. After each loading cycle, the slope of the 

linear part of the global material response significantly decreased, thereby indicating the degradation 

of the sample integrity and stiffness reduction. As damage grew in the analyzed region of interest 

(ROI), the difference between the mean strain levels became more pronounced. 
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Figure 1. Comparison of the material response obtained from 2D and stereoDIC measurements 

 
Severe damage was observed between the V notches of the butterfly sample from the CT scans 

captured in the reference configuration (Figure 2 (a)) and after each loading cycle (Figure 2 (b)). From 

the 3D images, different damage mechanisms were detected (e.g., fiber breakage, fiber pullout and 

matrix cracking). 

 
a)         b) 

Figure 2. CT scans of the ROI acquired (a) prior to and (b) after the prescribed mechanical load 

3. Conclusion 

The comparison of the mean strain levels obtained with 2D and stereoDIC showed a negligible 

influence of out-of-plane displacements in the reported experiment. DIC results and image analysis 

of the CT scans proved that damage initiated around the V notches in zones with dominant tensile 

stresses. Moreover, volumetric images revealed a heterogeneous distribution of the constituents 

induced by the manufacturing process. This feature resulted in asymmetric rigidity of the observed 

sample surfaces, which was noted from the comparison of the measured strain levels. 
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1. Introduction 

 The sudden change in teaching from the physical attendance in classrooms to the online format 

because of the Covid-19 pandemic has shown that decentralized digital teaching is in general possible. 

However, a lack of clear frameworks and evaluation concepts pose challenges to rapid practical 

implementations of digital teaching. Particularly, the most challenging aspect of digitalization in 

higher education studies consists in coupling it with laboratory experiments and tests [1]. As a vital 

part of curricula in civil engineering studies, laboratory experiments are often devised for better 

understanding of theoretical knowledge and for evaluation purposes. Thus, laboratory experiments 

must be included in digitalization efforts [2]. Hereby, technology-enhanced learning environments 

offer several benefits, namely in terms of interoperability of course materials, re-usability and 

continuous modification, as well as decentralized learning experiences. Virtual, augmented, and 

mixed reality (VARM) applications are foreseen as tools providing capacities for remote-access 

experiments and virtual laboratories; thus, they aim to broaden digital teaching possibilities in civil 

engineering courses. Several implementations of VARM applications are reported and shown to be 

effective tools for interactive and immersive trainings in various educational fields [4, 5].  

 Participation in experiments will allow students to apply their theoretical knowledge and 

competences in solving complex practical tasks, and thus, it supports an overall understanding of the 

teaching material by building a "mental model". A mental model stands at the end of each learning 

process and implies understanding of the learned knowledge in its overall context [3]. In this context, 

virtual reality provides a possibility for students to participate virtually in experiments that have been 

carried out at another institute, without compromising realistic settings and the content-correctness of 

the experiment. 

 Competences are described as cognitive abilities and skills available to individuals or learnable by 

them to solve certain problems [6]. The creation of competence requires not only pure knowledge, 

but also an understanding of what has been learned [7]. For the human brain, pictorial information is 

easier to process than textual information, and using cognitive image processing the path to the mental 
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model can be shortened [8]. Based on these findings, virtual reality scenarios offer the possibility of 

contributing to a more efficient formation of a mental model due to their pictorial nature. 

 This paper presents first project results in the development of the concept of holographic / virtual 

representation of advanced experiments. Based on the description of the characteristics of a “remote-

access / virtual perceptible” experiment (metamodel) different approaches are discussed with respect 

to visual representation (2D vs. 3D; picture vs. movie), pedagogical purpose, and expected learning 

outcomes. Two case studies will be presented to highlight the potential and the variety and provide a 

guide for the implementation of different items (additional added informative elements). 

2. Project PARFORCE  

 Bauhaus-University Weimar (BUW), Ruhr University Bochum (RUB), University Aveiro (UA), 

University Osijek (UNIOS), and Ss. Cyril and Methodius University in Skopje, Institute of 

Earthquake Engineering and Engineering Seismology (IZIIS) constitute a strategic partnership (SP) 

with the PARFORCE project within the framework of Erasmus+. The SP aims at developing a joint 

platform for digital/virtual laboratory experiments to support European civil engineering higher 

education, and thus, making an essential contribution to understanding of teaching materials by the 

students. The main objective of the project consists in achieving availability of various laboratory 

experiments, which are not part of standard education at each university, but are carried out at 

specialized institutes. The experiments planned in this project are: boundary layer wind tunnel 

experiments at RUB, non-destructive and destructive experiments on shaking table at IZIIS, and fire 

resistance tests at UA.  

 Within the scope of the project, the concept of immersive 3D representations for detailed and 

realistic real-time visualization in Virtual Reality will be applied for the provision of laboratory tests 

in the context of higher education in civil engineering. Hereby, the project partners will benefit from 

recent developments, e.g. DigiLab4U, AuCity 2 and 3reCapSL projects, as well as already existing 

platforms for virtual laboratories like openMINTlabs.  
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1. Introduction 

The in-plane nonlinear analysis of Unreinforced Masonry Structures (URM) is usually performed 

with the Equivalent Frame Method (EFM) as a simplified macro-modeling technique [1]. However, 

several aspects such as the discretization choice of the equivalent pier height and irregular layout of 

openings in a façade have non-negligible influence on the force and displacement capacity [2]. The 

uncertainity in results is supported by many previous benchmark studies [3-5] and blind prediction 

experiments [6]. Despite extensive research on the reliability of EFM, up till date, there is no unified 

criterion for the discretization and non-linear analysis of URM façades with irregular opening layouts. 

Furthermore, since the irregularity of openings in a façade inversly affects the reliability of EFM [7], 

the idea of quantifying irregularity to establish a threshold at which the application of the EFM is no 

longer recommended, results very appealing.  

Parisi et al. in 2012 explored the way of estimating irregularity with a simple method based on the 

geometry and configuration of openings [8]. Moreover, other authors such as Berti et al. (2016) [9], 

Siano et al. (2017) [10], Kouri (2020) [11], proposed formulations for the calculation of irregularity 

by considering aspects like slenderness of the piers, geometrical center of the opening’s location and 

the percentage of opening area. These existing methods focus on the presence of individual 

irregularities without the consideration of a combined irregularity index. Consequently, this study 

evaluates the existing methods and proposes a methodology to assess a URM façade by using 

combined irregularity index as a maximum threshold for precise application of EFM. 

2. Methodology 

With the intent of improving the existing calculation of irregularity index, realistic facades are 

evaluated with the above-mentioned methods and the difference in results are compared with the aim 

of proposing a scale in which a low index value represents low irregularity and vice versa. Preliminary 

calculation shows that some specific opening layouts leads to unrealistic values of the irregularity 

index. Therefore, the proposed methodology is carried out in two steps. In the first step, façades which 

do not comply with the minimum criteria of the EFM theory are diregarded. These requirements cover 

the amount of total opening area, the minimum distances from the piers to the free edges or in between 

the piers, the integrity and redundancy of the frame, etc. Many of these requirements are studied by 

different researchers [12-15] but are not clearly specified in the structural design codes. The second 

step involves the calculation of a combined irregularity index, starting from Parisi et al. theory and 

using statistical analysis of the modeled façades to determine generalized weighting factors for the 

combination of different types of irregularities. Moreover, the floor-location of irregularity is assessed 

and considered in the global irregularity index. The outcome of the methodology is a recommended 
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threshold of irregularity index for the application of EFM with an expected lower difference of the 

structural response in comparison to more refined methods of analysis.   

3. Conclusions  

The irregular opening layout in a URM façade contributes to the reduced accuracy of EFM in 

predicting correct structural response. A methodology to calculate the combined irregularity index 

acting as a maximum acceptable threshold for the application of EFM is presented. The accuracy of 

EFM is determined by comparing the error in maximum base shear and drift capacity with more 

refined modeling techniques. The error in results of EFM and refined methods of analysis is presented 

in terms of the mean error with a 95% confidence interval. The threshold of irregularity index for the 

application of EFM is determined for an acceptable level of error.  
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1. Introduction 

Uzbekistan owns more than 7.500 Cultural Heritage (CH) assets. Due to the impact of 

environmental and anthropogenic factors, 29 CH sites have been lost and 26 are in phase of 

destruction. The government has made considerable efforts to comply with its obligations 

under the UNESCO 1972 Convention. Currently, Uzbekistan has a number of concepts for 

preservation architectural heritage. However, these concepts have many disadvantages, since 

they are not based on the results of current international practices. In Uzbekistan, the threats 

of physical loss of CH sites are associated with natural and anthropogenic wear processes 

caused by: adverse climatic conditions and structural instability of buildings; humidity and 

natural disasters; geological and hydrological motions and earthquakes; inappropriate 

intervention on buildings; fires, vandalism and other aggressive actions. One of the main 

lacks is the almost complete absence of a full documentation of each CH asset and an 

appropriate monitoring of their real conditions. 

Main strategies of CH conservation were pointed out in Decree of the Cabinet of Ministers 

of the Republic of Uzbekistan on “Preservation and Utilization of Culture Heritage 
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Properties” (N: 265 in March 30, 2019) https://lex.uz/ru/docs/4274003 and law of republic 

of Tajikistan on “Protection and Utilization of historical and cultural heritages” (N:377 in 

May 17, 2017). http://base.spinform.ru/show_doc.fwx?rgn=97674 According to these 

documents, one of the main strategies are: strengthening the capacity of young teachers to 

develop conservation and restoration projects by using advanced technologies considering 

internationally accepted concepts of conservation, prepare an electronic and cadastral 

document to all cultural heritages by using modern techniques, systematic monitoring of 

urban transformation in traditional urban fabrics of world heritage cities, assessing the 

condition of cultural heritage monuments which is not in heritage list of government, 

establishing the conservation and restoration schools. 

The paper will present the findings of the partner’s investigations as well as the concept 

and objectives for the development of a Master Course in Cultural Heritage Conservation in 

Central Asia with focus on environmental risk assessment and mitigation on structures and 

natural places, documentation and monitoring strategies of structures and landscapes, 

restoration and conservation strategies and others. 

2. Project ERAMCA  

The ERAMCA project (https://www.eramca.com/) aims to integrate the knowledge of 

environmental and civil engineers in an interdisciplinary process aimed at providing practical 

solutions to complex problems related to the evaluation and reduction of environmental risk 

on cultural heritage in compliance with international policies related to conservation and 

restoration promoted by UNESCO and from international charters on restoration [1]. The 

wider ERAMCA objective is the Building Capacity in Environmental risk assessment and 

mitigation on Cultural Heritage Assets in Central Asia by designing and developing an 

innovative educational platform based on new interdisciplinary courses, e-learning methods 

and digital tools to promote an effective conservation strategy of Cultural Heritage assets at 

different interest level.  

The ERAMCA project aims to consider the environmental action on CH assets: climatic 

changes, hydrogeological phenomena, seismic phenomena and pollution. The correct 

interpretation of those phenomena could help the simulation of the effects of the foreseen 

environmental actions and therefore give significant information about the possible diseases 

on CH assets (buildings, historical centers, urban and natural landscapes, etc.). The correct 

knowledge of these interactions between CH assets and Environment could help a correct 

design of reduction actions and a preventive design of possible intervention in case of 

catastrophic events. CH in Central Asia is prone to those problematics therefore ERAMCA 

would like to give to the involved Countries (Uzbekistan and Tajikistan) effective solutions 

by acting and enhancing local potentialities represented by young generations of teachers and 

students and by inviting local stakeholders (mainly public authorities and agencies) to give 

specific objectives to be reached. 

ERAMCA join three European universities where update research and teaching activities 

are developed on environmental risk assessment and reduction on CH assets by using an 

interdisciplinary approach.  
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1. Introduction 

 Most research regarding the out-of-plane (OoP) loads on frames with infill walls is done by inertial 

loads that pressurize the infill wall [1]. The OoP, inter-storey drift forces are scarcely investigated. 

Therefore, the authors of this paper invested research efforts to test RC frames with and without infill 

walls and openings loaded by the inter-storey drift forces. After the experiments were conducted and 

along with the previous in-plane (IP) ones, computational 3D micromodels were assembled and 

calibrated [2]. Using those calibrated models, simultaneous IP and OoP inter-storey drift loads were 

incorporated into them, which is the topic of this paper. 

2. Typing area 

The calibrated models were loaded by vertical, i.e., gravity (N), IP (VIP) and OoP (VOoP) inter-storey 

drift loads (Fig. 1). The vertical load of 365 kN’s was introduced to the model in 5 steps. After which, 

the column supports and simultaneous IP and OoP loads were active. Monotonous force control 

protocol, i.e. pushover method, was used. The IP load was kept at a constant 5 kN’s per step, while 

the OoP ones were varied. It resulted in the resultant load (Eq. 1) and its angle to differentiate (Eq. 

2). The angle goes from pure IP (0°) to OoP (90°) load, covering the combined loads in between. The 

angles were refined from 15° to 5° in between 75° – 90° to cover the abrupt decline in the resistance. 

 

VR,α=√VR,IP,α+VR,OoP,α (1) 

α= tan (
VR,IP
VR,OoP

) → 𝛼 ∈ {0, 15, 30, 45, 60, 75, 80, 85, 90}° (2) 

 The simulations were carried out on 6 models: Bare frame (BF); Fully infilled frame (FI); Frame 

with centric door opening (CD); Frame with centric window opening (CW); Frame with eccentric 

door opening (ED); Frame with eccentric window opening (EW). 

 The models with eccentric openings (ED, EW) were loaded by the IP forces from both sides 

seperatley (left or right), as it plays a significant role in the IP resistance.  

 The results are presented in Figure 2, where the models with openings are plotted against BF and 

FI ones. The plot was placed inside a polar coordinate system, with angle (α), resultant force (VR), 

and the ratio of the resultant force of the given model and the BF ones (VR,α/ VR,BF,IP). 
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Figure 1. Micordel’s load setup 

   

   

Figure 2. Results from the simultaneous load 

4. Conclusions 
The results have shown a correlation between the micromodels resistance and the angle α, infill wall, 

and openings up to 90°. At which it all disseminates. The resistance is greatest with pure IP load, after 

which it declines up to the lowest point of pure OoP load. The sharpest decline was noted after 60°, 

due to dominant OoP forces that unload the IP struts and bypass the positive effects of the wall-frame 

interactions. 
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1. Introduction 

 The mechanism of out-of-plane wall failure is one of the most critical for masonry buildings, as it 

can lead to the loss of the global box-like behavior of the structure. This type of failure depends 

largely on the quality of connections with orthogonal walls and floors, the axial load applied, and the 

existing retrofit measures (tie rods, ring beams, etc.). This form of failure is usually analyzed using 

submodels consisting of macroelements. A common approach to modelling these mechanisms is an 

a priori defined geometry based on engineer judgement, analysis of crack patterns, and connections 

with other load-bearing elements. Kinematic analysis is applied to determine the activation coefficient 

(or a capacity) and the acceleration value that cause the element to overturn. Very often, complex 

geometry is a fundamental problem for kinematic analysis of local mechanisms. However, if a three-

dimensional model of the geometry is available, the kinematic analysis of the element can easily be 

performed especially if the analysis is parametrized. 

2. Procedure for kinematic analysis of the model 

 The procedure of kinematic analysis of out-of-plane wall failure [1] begins with the definition of 

macroelements and the assumption of the type of mechanism (Figure 1). For all vertical forces that 

have an inertial effect, a horizontally equivalent static load is assumed. For a given mechanism type, 

the displacement of control node is assigned and horizontal and vertical displacement schemes are 

obtained. The calculation of the activation factor of the mechanism is determined using the equation 

of virtual work: 

( )0 , , ,1 1 1 1

n n m n o

i x i j x j i y i h h fii j n i h
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Where Pi are the gravity forces directly transmitted to the element, and Pj are the forces that do not 

act directly on the element but whose mass generates horizontal inertial forces on the mechanism due 

to seismic actions, Fh are general external forces acting on the element that do not generate inertial 

forces (e.g. vault thrust, friction), and Lfi is the virtual work of the internal forces (e.g. tie rods). The 

values of virtual displacements δ for each force are determined based on the displacement scheme. 

 
Figure 1. Geometry of the element and assumed type of the mechanism 
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 To determine the corresponding acceleration that induces overturning, it is necessary to determine 

the effective modal mass M* and the corresponding mass participation factor e* of the mechanism: 
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 The corresponding spectral acceleration 0

a  of the equivalent system, which activates the 

mechanism, is determined by the expression: 
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3. Visual programming using Grasshopper3D 

Visual programming with Grasshopper3D [2], an add-in for Rhino3D [3], has made it possible to 

develop a code that parametrically links control node displacement with the position of the line hinge 

to create the virtual displacements scheme and calculate the activation coefficient based on upper 

bound limit analysis (Figure 2). Most of the programs used in practice to calculate the out-of-plane 

failure of walls are based on a predefined basic geometry of the walls and are usually calculated using 

spreadsheet software programs. Some programs for structural analysis, such as 3muri [4], have 

modules for the calculation of local mechanisms, but there are certain limitations in terms of the 

specific position of the line hinges and the geometry of the elements, which is greatly simplified by 

the definition of equivalent frames of the structure. A great advantage of the program code created 

using Grasshopper3D is the possibility of assigning an arbitrarily complex geometry and the ability 

to choose the any position for the line hinge.  

 
Figure 2. Grasshopper program code and virtual displacement scheme for the element 
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1. Introduction 

 Abaqus is a quality engineering simulation software that offers FEM, DEM, MEM and other 

simulation methods to the user. In seismic analysis of structures, it is a valuable tool for performing 

time-history analyses because it provides complex simulation of material behaviour under dynamic 

excitation, geometric nonlinearities, and has a very efficient solver. While Abaqus is powerful and 

can perform a wide range of general-purpose engineering simulations, it also comes at a cost of 

inefficient workflows for some specific tasks required in the analysis of buildings. In calculating the 

response of masonry walls and buildings to seismic action using Abaqus time-history analysis, the 

main problem is the interpretation of the results, as a large number of elements need to provide output 

data for each time step. That is a large number of walls, consisting of a large number of 3D elements. 

It is impractical to do this in the native Abaqus GUI.  

 To analyse the seismic response of a building, the analysis results for each wall need to be 

compared with the predefined limit states for each time step of the analysis. Two groups of analysis 

results are used: the internal forces acting on the top and bottom of the wall and the in-plane wall 

drift. Both datasets can easily be extracted directly from Abaqus through native GUI, however only 

for one wall and one frame at a time. To analyse the building properly, the forces and drifts of each 

wall need to be extracted for every step of time-history analysis, which is impractical. This is 

streamlined using Python scripts, which can go through all time steps, extract the necessary datasets, 

and even perform a check of wall stability. It needs to be said, the current scripts are made for a model 

consisting of 3D finite elements, and the purpose of the scripts is extracting the forces and 

displacements from the model in a timely and clear manner. 

 Abaqus includes a Python interface. It is easy to log or translate user activity in the GUI into 

Python commands, and it is also easy to run scripts through the GUI. This allows the user to quickly 

learn and use Abaqus specific commands. 

 

2. Structure of the scripts and workflow  

 In the Python code itself, a combination of native Abaqus commands and standard Python 

commands is used to extract data from Abaqus. In the scripts provided, element cross sections in the 

model are identified, their time-history outputs requested [1] and extracted into Excel or another 

common data manipulation software (Mathematica, MatLab etc.). It is necessary to define which 

outputs are required, this is done through defining SETs. Elements contained in a SET define which 

points/planes on the model need to be tracked, while the name of the set defines the way the values 

will be processed, and which values will be requested in the history output (force or displacement or 

both). This workflow is shown in Fig 1. The provided scripts are also suitable for parametric studies 

and can be further expanded. 

2.1. Benchmarks: 

 These scripts will be used to perform benchmarks on several walls in Abaqus, calibrate material 

properties and mesh size. The calibrated values are then used to calculate the response of a full-scale 

building consisting of these walls, which have now been calibrated to empirical data (Fig 2). The wall 

in Fig 2 is a 150/100/60 cm stone wall, described by Kržan et al. [2], the church tower in Fig 2 is a 

Stone tower described by Pojatina et al.[3]. Calibration is tested on the wall, and result export scripts 

are tested on the tower model. 

mailto:%7bfirst.author,third.author%7d@fsb.hr
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Figure 3: Workflow diagram 

 

 
Figure 4: Benchmark of a wall, and a building model 

 

3. Conclusion: 

 Abaqus provides nonlinear time-history analysis that is superior to most software packages 

available today, especially in civil engineering. Detailed input data is required to create a quality 

model,  but much better results can be obtained. In this paper inefficiency in data interpretation was 

addressed, when analyzing a seismic time-history(TH) analysis of a building modeled in 3D finite 

elements. Obtaining the results and compiling them for interpretation is done through Python scripts. 

This improves the workflow of performing a time history seismic analysis by a few orders of 

magnitude compared to stock Abaqus GUI, depending on building size. In their current form, the 

scripts allow a quick export of data, in a form that allows easy interpretation. In their future form, 

they could allow somewhat automatic construction of fragility curves for buildings. When such an 

improvement on the scripts is performed, it will introduce new challenges of checking the result 

validity, for an example, checking automatically if there is some critical crack forming, or a local 

collapse mechanism etc… In conclusion, for the purpose of seismic analysis, Abaqus is capable of 

producing models of greater quality, but simultaneously requires more detailed input data and scripts 

for result extraction and interpretation. 
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1. Introduction 

 The resistance to horizontal shear (seismic) forces of RC frames with URM infill walls, with door 

or window openings of various sizes and positions within the wall, is markedly enhanced by 

construction of vertical RC confining elements along opening vertical edges, as compared to 

unconfined ones [1, 2].    

  

2. Tests on RC frames with URM infill walls 

 The ten model structures of one story-one bay RC frames with URM infill walls were constructed 

at a scale of 1:2.5 and tested in the laboratory under cyclic force-controlled loading [1, 2]. They were 

designed as medium ductility (DCM) moment-resisting RC frames in compliance with EN 1992-1-

1:2004 and EN 1998-1:2004. The URM infill walls were constructed from clay blocks and masonry 

mortar in compliance with the seismic design requirements for structural masonry as given in 

EN1996-1-1:2005 and EN 1998-1:2004. The model structures were divided in three groups as shown 

in Table 1.  

Table 1. Groups of tested model structures of RC frames with URM infill walls w.r.t. opening size 

(Ao/Ai*100=15 %), type and position (eo=hi/5+lo/2 or eo=li/2)    

Group 1  Group 2  Group 3 

RC frame with URM infill wall 

with: 

- centric door opening  

- centric window opening  

- centric door opening  

- eccentric window opening  

without confinement.  

RC frame with URM infill wall 

with: 

- centric door opening  

- centric window opening  

- centric door opening  

- eccentric window opening  

with confinement.  

Reference specimens: 

- RC frame without URM 

infill wall 

- RC frame with URM infill 

wall without opening 

2. Computational micromodel calibration and parametric analysis 
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 The computational micromodel of the RC frame with URM infill wall model (test) structure was 

built in ATENA 2D Eng software and calibrated against the tests, as described in [3].  

 After establishing the correlation with the tests within the 10 % of the model accuracy, the 

parametric (pushover displacement controlled) analysis was performed. The analysis covered the 

variation of door and window openings in size in range 10 % (EN1996-1-1:2005 as the lower 

boundary) < Ao/Ai*100 < 30 % ([3,4] as the upper boundary) and position i.e. either eo=hi/5+lo/2 or 

eo=li/2.  

 In Figure 1 shown is the ratio of opening area Ao w.r.t. infill wall area Ai, against the maximum 

shear resistance of the RC frame with URM infill wall structure component i.e. VR,if,{f,i,c} (where “if” 

designates infilled frame, “f” frame,, “i” infill wall and “c” confinement) w.r.t. maximum shear 

resistance of the RC frame without URM infill wall i.e. VR,f,max. 

 
Figure 1. The shear (seismic) resistance of RC frame, URM infill wall and RC confining element 

components in case of eccentric door opening (right-to-left loading) 

 

 

4. Conclusions 

With respect to the RC frame, URM infill wall and vertical RC confining element component 

contribution to shear (seismic) resistance of the structure, it can be concluded that the presence of 

confinement of opening, under various opening size (Ao/Ai), type and position (eo=hi/5+lo/2 or eo=li/2) 

cases, improved the performance of the structure, as compared to the their unconfined counterparts.In 

case of the RC frames with URM infill wall with unconfined openings, the shear demand for the RC 

frame, i.e. VR,if,f,max/VR,f,max ratio, was higher than the designed value i.e. VR,f,max, in compliance with 

EN 1992-1-1:2004 and EN 1998-1:2004 provisions).  
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1. Introduction  

 The construction of Jesuit college (UNESCO cultural heritage site) begun in 1662, as is known, 

on an elevated position next to the southern ramparts, according to the project of Serafin Fabrini (see 

Fig. 1a). The college, just like the Jesuit church, was transformed after the earthquake thanks to the 

new spatial circumstances into a building whose construction development took more than century 

(1765) tried by various architects (see Fig. 1b) [1].  

 

  
(a) (b) 

Figure 1. Jesuit college architectural drawings by (a) Serafino Fabrini in 1659 and (b) Henri Lalojau in 

1699, from National Library in Paris [1] 

 
 The construction was hindered by the 1667 Great Dubrovnik Earthquake. Consequently, the 

original building design was subjected to modifications (as observed in Fig. 1a and 1b). after 1979 

Monte Negro earthquake the building suffered from structural damage [2]. The building is consisting 

of three main parts i.e. east, west and south wing (see Fig. 2). 

 

2. Seismological and seismotectonic aspects 
 Dubrovnik region is seismically and tectonically very active. By its seismic and tectonic potential, 

it is also the most striking area in Croatia with estimated maximum possible magnitude of 7.5. Historic 

data note about ten earthquakes in the region with intensity of VIII or more ºMCS out of which the 

most significant one is the 1667 earthquake of X °MCS [3]. 

2. Structural characteristics  

 In cpl. with the EN1998-1:2004 [4] the Jesuit college is an unreinf. irregular masonry building 

(vulner. class B in cpl. with EMS). The wall texture is consisted of variable in size natural stone 
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(dominantly) or brick masonry units alternately laid out (fully grouted) in lime mortar. Considering 

the lime mortar’s (fm ≤ 2.5 MPa i.e. < fm,min = 5 MPa) and masonry unit’s comp. strength (5.0 ≤ fb ≤ 

35.0 MPa i.e. fb,min = 5.0 MPa [4]) the wall comp. strength is possibly ranging from 2.0 to 4.0 MPa 

[5] (with elast. modulus ranging from 1715 to 3210 MPa). The thickness of the walls is tef  > tef,min = 

350 mm. The floor structure consists mainly of masonry cross-vaults, arches or wooden joists.  

   

   
Figure 2. Jesuit college: (a) view on the location within the Old City (b) east wing, (c) south wing 

3. Measurement of ambient vibration 

 The ambient vibration measurement within the building was performed two-way i.e. up to 20 min 

long in the 2nd story and attic (at five diff. locations per story), and 3-day long in the 2nd story (at one 

location), respectively. The North-South (NS) i.e. longer direction of the building’s south wing (see 

Fig. 2b) and East-West (EW) response components were simultaneously measured. In average, the 

first period value of about T = 0.25 sec (EW) and 0.11 sec (NS).   

4. Conclusions 

 The investigation aimed at determining the seismic risk and vulnerability of UNESCO’s cultural 

heritage site Jesuit college, positioned within the Old City of Dubrovnik, was performed, and its initial 

findings reported.      
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1. Introduction 

Historical architectural structures represent an intrinsic vulnerability of the built heritage [1]. This is mainly due 

to their conception. They were designed to resist actions whose entity and shape were not completely clear at the 

construction time. For example, historic masonry structures are mostly designed to withstand vertical actions. 

However, in recent years it has emerged that hazardous natural events are more and more frequent, this probably also 

due to increasing environmental instability [2]. Among the different phenomena that can threaten historic masonry 

structures, the seismic action represents one of the important one, since it generates horizontal forces and consequent 

internal stresses for which the masonry structures were not meant for. To help this, Structural Health Monitoring 

(SHM) [3], and in particular seismic monitoring [4] plays a fundamental role, thanks to which the parameters of a 

structural system is monitored over time to define the health state of the system [5]. These parameters can then be 

used to inform virtual models of the monitored structure, generating numerical tools capable of replicating the 

behavior of the real system in a more truthful way [6–8]. These models, also known as digital twin [9], can thus be 

used to carry out virtual experiments. In the present study, virtual experiments were carried out on a numerical model 

of an existing system [10] (i.e., the baroque masonry church of S. Caterina in Casale Monferrato) in order to define 

the best solution for a seismic upgrade intervention to be carried out on the lantern of the church. 

2. The case study of Santa Caterina 

 The Church of Santa Maria delle Grazie, also known as Church of Santa Caterina, located in Casale Monferrato 

(see Fig. 1), is one of the most important examples of baroque religious architecture of that territory. The oval dome, 

the lantern, and the façade are indeed just some elements that make the church a significant case study. The church 

presented some signs of damage due to previous seismic events and of deterioration mainly due to percolation and 

infiltration phenomena. Therefore, a vast test campaign was carried out during September 2010. The setups of the 

tests were designed exploiting a preliminary Finite Element (FE) model. The structural identification was carried out 

in the time-domain exploiting an algorithm of the Stochastic Subspace Identification (SSI) family. Exploiting the 

results obtained from the identification process, a vibration-based model updating has been conducted. For additional 

information, one can refer to [10].  

 

  
(a) (b) 

Figure 1. Maximum displacements of response spectrum analysis in the updated model: (a) x-direction; (b) y-

direction. 

The vibrations modes resulting from a modal analysis on the calibrated model allowed to understand the most 

vulnerable elements of the church: indeed, the first vibration mode, at a frequency of 2.94 Hz, mainly involves the 

lantern, the second one, at 3.53 Hz, involves the facade, and the third one, at 4.29 Hz, mainly involves the drum-dome 
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system. Consequently, a multi-modal analysis with response spectrum confirmed the vulnerability of the lantern and 

of the façade. Indeed, applying the spectrum in the x-direction, the maximum displacement of 1.06 cm occurs at the 

top of the façade, but also the lantern results to be affected (Fig.1a). For what concerns the y-direction, the maximum 

displacement of 1.40 cm occurs at the highest point of the lantern, while the façade seems not to be affected (Fig. 1b). 

3. Upgrade interventions on the lantern 

The hypothesis of vulnerability of the lantern was also supported by the verifications concerning the small 

columns of the lantern and the façade, for which the safety factor is lower than 1. Since the lantern is the element 

presenting the lowest safety factor, it has a priority of intervention. The high vulnerability of the lantern can be 

attributed to the thickness of the columns and to the mass of the above small dome, as observable in Fig. 2a. The 

structural intervention on the lantern had as main objective the stiffening of the masonry small columns, to limit the 

deformations, mostly horizontal, that could take place during an earthquake. As reported in Fig. 2b, 16 L-shaped 

profiles in structural steel were installed on the small columns. Moreover, three U-shaped profiles in INOX AISI 304 

steel were inserted on the lintel and on the base of each opening of the windows. The whole set of profiles were then 

linked to the two lateral uprights through screws. To integrate each frame with the remaining ones, three plates of 

dimension 25x10 mm were placed at three different heights, anchored to the masonry small columns through screws 

and chemical anchor. 

  
(a) (b) 

Figure 2. Model of the lantern of S. Caterina: (a) before intervention; (b) after intervention. 

4. Conclusions 

Model-driven approaches represent an efficient tool to design structural interventions. These approaches are 

especially essential when intervening on historic structures, for which destructive in situ experiments must be reduced 

to a minimum. Furthermore, a global collapse experimentation of the structure would not be possible and therefore 

the use of virtual models of the system is required. In this context, it is clear how the use of predictive calibrated 

models can make a difference on the choice of a seismic upgrade and therefore on the future shape and conception of 

the structural system. This paper remarked these concepts, showing a successful application of a model-driven 

approach for designing a seismic upgrade intervention. 
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1. Introduction 

 Zagreb Cathedral, the largest Croatian sacral building and one of the most valuable monuments of 

Croatian cultural heritage, was severely damaged by the 5.4 magnitude earthquake on March 22, 

2020. Seismic hazard is especially emphasized due to the proximity (just over 15 km) of two active 

faults, the North Medvednica Boundary and the Kašina Fault. The Cathedral had been already hit by 

a hard earthquake of Richer magnitude 6.1 in 1880. Moreover, it suffered fire, wars, and a centennial 

environmental impact, so it has been fixed, repaired, upgraded, and retrofitted many times. It was 

restored in the neo-Gothic style (by H. Bolle) with ribbed vaults and arches supported by slender 

columns, but the spatial connection between the load-bearing elements is poorly executed and the 

structural system for horizontal loads has not been significantly improved. The two 108-meter towers 

erected next to the church during the restoration caused a strong asymmetry of mass and stiffness, 

resulting in a significant torsional response confirmed by damage after the 2020 earthquake, and 

following li measurement.  

 The material of the structure of the Zagreb Cathedral is and will always be discontinuous (with cracks 

and joints). As soon as one looks at the structure, different types of stone can be seen.  Numerous old 

and new damages to load-bearing and non-load bearing (especially decorative) elements are 

noticeable - the stone is cracked and deteriorated in many places. In addition to material 

discontinuities, and given the past events, there are undoubtedly hidden cracks within structural 

components that reduce the load-bearing capacity. Post-earthquake inspection indicates a very distinct 

nature of the material (porous stone structure) and load-bearing Cathedral elements (stepped cracks 

in the walls, broken joints), which confirm and emphasize the previously stated assumptions. Globally 

it is a significantly discontinuous medium without any reinforcement. Based on these findings it is 

justified to conclude that the material model as a continuum (FEM) cannot, in this case, approximate 

the on-field state. 

2. Problem formulation using distinct element method 

 The distinct element method has shown good results in simulating large displacements or collapse of 

masonry structures, as it can better approximate failure along head and bed joints (relatively strong 

elements versus weak mortar) compared to methods based on a continuum. The numerical model 

consists of deformable blocks and their contacts. The blocks are discretized by tetrahedra based on 

the finite difference method, and their behavior is nonlinear with the possibility of hardening and 

softening. The connection between the discretized blocks is defined by a series of nonlinear springs 

(Fig. 1a). Each spring is connected by a node to a contact plane. Contact point has a participating area 

needed to define the spring's behavior law, which depends on the relative displacement of its ends. 

With a spring perpendicular to the contact plane, the relationship between normal stress and normal 

relative displacement between contacts can be defined, and with a spring lying in the plane, the 

relationship between shear stress and relative shear displacement. (Fig. 1b). With the model based on 
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elements and springs connected and discretized blocks can deform and move (slip, separate, break, 

rotate, fall) practically without restrictions. 

 

 

Figure 1. a) basic elements of the DEM model, b) behavior laws of springs on contact, c) numerical 

model of the Cathedral (distinct elements of walls and vaults, and beam elements for the wooden roof) 

 The software 3DEC [1] is used for the structural analysis of the Cathedral. Due to the complicated 

geometry, considerable effort was invested in the generation of the numerical model. A cloud of more 

than three billion points was used as the basis for creating a volume and then a block-based numerical 

model (Fig. 1c). Parametric modeling was used to partially automate the process. The brick-like 

arrangement of the blocks is used to model walls and vaults, and their nonlinear responses. Since the 

method is mesh-dependent, the size, shape, and connections of the blocks were adjusted so that their 

response curves match those from literature and experiments. 

3. Conclusions 

The choice, essentially a good engineering assessment of the computational parameters, is extremely 

important. The numerical model must be consistent with what we are modeling - a very complex 

structure of extremely heterogeneous properties. Thus, neither a simple nor too complex model is 

needed, but good enough to gain insight into the global behavior of the structure.  
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1. Introduction 

 The construction types and typologies of existing brick masonry arch bridges in Croatia, are 

comprised from single-span (67 %) or multi-span (33 %) bridges with circular (25 %) or segmental 

arch (28 %), in accordance with [1]. The damage of the bridge described as “spatial deformation”, 

caused by e.g. supports spreading, was noticeable in 30 % of the observed cases. The structural form 

and the skew angle of the bridge arch (vault) affect its spatial behavior as reported by [2-4]. The 

spatial behavior of masonry arch bridges under spreading supports w. r. t. different skew angles was 

investigated and the key parameters governing their response were identified.  

2. Description of the micromodel 

 The effect of a skew angle on spatial behavior of masonry arch bridges on spreading supports 

(assigned as prescribed displacement) was investigated via 3D computational micromodels built in 

computer program ATENA Science [5]. The brick masonry (segmental) arch bridges were modelled 

as vaults, with a square span of 3 m, and rise of 0.75 m (1:4 span to height ratio). The skew angle was 

varied from 0° to 45° by the increments of 5°.  

3. Spatial behavior and analysis 

 Fig. 1 shows the sequence of the hinge opening w. r. t. horizontal displacement (spreading 

supports). 

 

  
Figure 1. Masonry arch bridge horizontal support displacement vs. square span ratio (left) and skewed 

span ratio at hinge opening (‰) w. r. t. skew angle (°) 

 
 Fig. 2. provides an insight into the deformed shape of the bridge for the reference’s cases with 0° 

and 45° skew angle, respectively. 
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a) b) 

Figure 2. Masonry arch (vault) deformed shape (×100) side (up) and spatial (down) view including 

vertical displacements after 3rd hinge opening: a) at 0° skew angle; b) at 45° skew angle 

 
 The hinge opening sequence was the same for all bridges by the location of their appearance i.e. 

the first hinge opened above the loaded support, the second above the opposite support, and the third 

at the crown of the arch (vault). The support spreading i.e. horizontal displacement at which the 

individual hinges occurred, as observed in Fig. 1., has different values e.g. at third hinge for 0° and 

45° skew angle the displacements were dh/s = 0,98 ‰ and dh/s = 1,32 ‰, respectively.  

 The twisting effect was observed in all skewed bridge cases, and was increasing with the increase 

of the skew angle. 

4. Conclusions 

The spatial behavior of the single-span brick masonry arch bridge (1:4 span to height ratio) of 

segmental arch (vault) form under spreading supports w. r. t. skew angle was assessed 

computationally. The bridge selection was based on the bridge construction type and typology study 

in Croatia, as the most representative bridge among total of 178 existing bridges.   

It was observed by the bridge spatial behavior computational simulations that the skew angle 

didn’t affect the location and the order of the hinge opening, however it affected the support spreading 

displacement value at which they occur.  

In addition, the spatial behavior of the skewed bridges was accompanied with the twisting 

appearance.  
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1. Introduction 

 According to the results of the official National Risk Assessments of the Republic of Croatia, the 

earthquake risk is pointed out as unacceptable for the country [1]. During the work on the assessment, 

many deficiencies in the input data were identified, especially, the lack of data on the buildings stock 

[2]. The project “Earthquake risk assessment of the City of Zagreb” was initiated as a pilot-study for 

the Republic of Croatia, and it will tackle the identified deficiencies and determine the earthquake 

risk of Zagreb using state-of-the-art methodology. 

2. Earthquake risk assessment of the City of Zagreb: the project description 

 The City of Zagreb, along with a few other authorities, is the leader of civil protection development 

on the regional and local level of the Republic of Croatia. A great example of this is the 

implementation of the project „Multisensory aerial capturing of the Republic of Croatia for disaster 

risk reduction evaluation“ with the State Geodetic Administration as the coordinator, and the City of 

Zagreb as one of the partners, co-financed by the European Regional Development Fund. The project 

is divided into multiple parts. One part is the “Earthquake risk assessment of the City of Zagreb” 

project, that started in April 2021 and will last for three years (36 months). It will be carried out by 

the Faculty of Civil Engineering, University of Zagreb as the main contractor. The main objective of 

this project is to determine the earthquake risk for structures and people. In addition to quantifying 

the risk, it is necessary to ensure vital data for preparation of the civil protection system in the phase 

of post-earthquake response, as well as preparation of measures for a rapid response in the phase of 

early recovery of the earthquake affected area and the necessary decision making. The main activities 

of the project include: the definition of the methodology for earthquake risk assessment, the definition 

of seismic hazard; gathering and analysis of data on structures and creation of a database on buildings 

and population (which is the focus of this paper), and finally the assessment of earthquake risk for the 

City of Zagreb. The earthquake risk for the City of Zagreb is going to be estimated for characteristic 

geographic sectors, as well as for all the categories of buildings by purpose. It will be based on the 

input data for the three main risk elements: seismic hazard, exposure and vulnerability of buildings, 

and expressed in terms of damaged/collapsed buildings, financial losses and affected people.   

A significant part of the project is related to the collection of data on buildings, necessary for the 

development of the building stock database. In cooperation with the company GDi d.o.o., the City of 

Zagreb developed a basic layer in the GIS environment for data collection of more than 325,000 

objects (Figure 1). There are 35 mandatory attributes (by the contract) that need to be collected for 

buildings, but by the development of the methodology that number is continuously growing  (more 

than 100 attributes). The definition of the attributes in the exposure model is primarily based on the 

latest GEM building taxonomy [3], but is adapted to the local building stock. Buildings can then be 

classified into different building classes according to a number of structural attributes, and the 

appropriate vulnerability models can be applied to these classes. 
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Figure 1. GIS Layer for collecting data (325.000 buildings) 

 

Data collection includes the building-by-building field surveys, documentation from various 

sources, and in the later phases, the LIDAR recording which will be made in scope of the project. In 

the initial phases, the data from the damage and usability assessments after the Zagreb 2020 

Earthquake, comprising more than 23,000 inspections, is being implemented into the newly 

developed database [4].  

Two ArcGIS Survey123 forms for the collection of the buildings attributes have been created and 

are being used, one is for the citizens and the other for a field team of civil engineers engaged in a 

project. The entry form for citizens is simplified - it covers the main attributes necessary for describing 

the buildings seismic performance, and it can be easily completed by owners or building managers 

by attaching the documents (e.g. design documentations, drawings, etc.) or filling out the 

questionnaire. The entry form for field teams is more comprehensive and includes all attributes 

defined in the proposed methodology.  

The final result will be comprehensive building and population database. Based on the collected 

input data, a basis for the earthquake risk assessment will be established, earthquake risk assessment 

for the City of Zagreb will be conducted, and the data will be made available to all relevant 

institutions. 

Even though a significant part of the planned activities has been carried out, there are still two 

years left for the project. During the remaining time, the implementation of the methodology will be 

completed, but also the collection and processing of all required data and finally the calculation of 

the earthquake risk. After the end of the project, new opportunities will open up, firstly for the second 

phase of the project in the City of Zagreb, but also for the implementation of similar projects on the 

territory of the entire Republic of Croatia.  

3. Conclusions 

This paper briefly presents an ongoing earthquake risk assessment project for the City of Zagreb. It 

is important to highlight that the project is a pilot study for Croatia. This is a very important step 

forward, because reliable earthquake risk assessments are the first step towards disaster risk reduction 

strategies and preventive actions. Unfortunately, the 2020 earthquakes have shown that Croatia is in 

urgent need of them. 
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1. Introduction  

In recent decades, we have witnessed an increasing number of terrorist attacks. Explosive devices 

make over 50 % of all attacks [1]. Due to a heavy occupancy in multi-story buildings and the 

concentration of traffic on bridges, these constructions are becoming desirable targets. Special 

attention is necessary when designing the primary load-bearing components to lower the probability 

of progressive collapse [2]. The most vulnerable primary elements in buildings and bridges are 

columns because their loss of load-bearing capacity affects the stability of the entire structure. In the 

past, column design did not account for large lateral loads, so it is necessary to consider the given 

guidelines and instructions for reinforced concrete columns exposed to blast loads [3]. 

2. Guidelines 

Eurocode does not provide recommendations for designing the elements to the influence of blast 

load. American standards, mainly ASCE/SEI 59-11 [4], provide specific guidelines for RC member 

design. Five main variables play a significant role in the action of the blast load. Four relate to the 

column itself: location and type of transverse reinforcement, volumetric reinforcement ratio, and the 

cross-section, while the last guideline refers to how to increase the charge distance from the column, 

i.e. standoff distance. Table 1 provides guidelines for the design and detailing depending on the bridge 

category. The given categories A (gravity load), B (seismic load), and C (blast load) depend on the 

scaled distance (Z) [3]. The higher scaled distance requires fewer requirements for design details due 

to lower blast load. 
 

Table 1. Design category concerning scaled distance (Z) [3] 
 

Design category Scaled distance (Z) Category description 

A 𝑍 > 1.2
m

kg1/3
 

Bridges that are designed without additional 

requirements; do not take into account the action 

of the blast load. 

B 1.2
m

kg1/3
≥ 𝑍 > 0.6

m

kg1/3
 Seismic-designed bridges. 

C 𝑍 ≤ 0.6 
m

kg1/3
 Try to avoid this category by increasing the 

distance between the explosion and the target. 

2.1. Location of longitudinal splices 

The splice location of the longitudinal reinforcement should be avoided, especially under blast 

load. If the connection is unavoidable, it should be at a very small or zero bending moment. 

2.2. Type of transverse reinforcement 

Increasing the amount of transverse reinforcement increases the column ductility and the bearing 

capacity. The recommendation is to use continuous spiral reinforcement because it retains the 

protective layer of the column in the area where the shear occurs. Also, better anchoring improves the 

characteristics of discrete hoops. Figure 5 shows spiral hoop and anchoring depending on the design 

category. 
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Figure 5. Spiral hoop and discrete hook anchorage for design categories: gravity, seismic and blast  

2.3. Volumetric reinforcement ratio  

The volumetric reinforcement ratio depends on the cross-section (circular or rectangular) and the 

column design category. The transverse reinforcement spacing affects load-bearing capacity at small-

scaled distances while, at large-scaled distances, the contribution of spacing is negligible. 

 
Table 2. Expressions for the required volumetric reinforcement ratio in a circular column [3] 

Load type Circular 

Gravity-loaded columns 𝜌s ≥ 0,45(
𝐴g

𝐴c
− 1) ∙

𝑓c
′

𝑓y
 

Seismic loaded columns 𝜌s ≥ 0,12 ∙
𝑓c
′

𝑓y
 

Blast loaded columns 𝜌s ≥ 0,18 ∙
𝑓c
′

𝑓y
 

2.4. Cross-sectional shape and standoff distance 

Experimental research indicates that even a minimal increase of the column cross-section area can 

result in a significant reduction of the blast-induced damage [3]. A square column is more resistant 

to shear than a circular column of similar dimensions but is influenced by higher impulses under blast 

load [5]. The standoff distance is the main parameter to consider in blast load mitigation. Increasing 

the standoff distance by only a few centimeters significantly increases the probability of element 

survival, especially when considering near field charges [3]. 

3. Conclusions  

Seismically-designed columns show better behavior under blast load than gravity-loaded columns. 

When designing new structures, it is essential to consider the distance, quantity, and type of transverse 

reinforcement. Protection of existing columns is possible by strengthening or preventing vehicles 

from approaching the column using barriers and obstacles. 
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1. Introduction 

 The assessment of seismic vulnerability of masonry buildings in an existing urban area is a 

demanding task, especially in old cities which have been gradually growing and expanding over the 

course of centuries. Different approaches like empirical, analytical or hybrid, can be used for the 

evaluation of structural vulnerability. This study uses hybrid empirical-analytical procedure which 

combines seismic vulnerability indexes with critical peak ground accelerations computed through a 

non-linear pushover analysis. The proposed approach is based on detail evaluation of the seismic 

performance of characteristic buildings in the observed urban area by pushover analysis. Peak ground 

accelerations for different limit states are linking with the vulnerability index of the buildings for the 

chosen sample. Established relations are used to estimate peak ground accelerations, damage index 

and seismic risk index for other buildings in the urban area, based on their vulnerability indexes. The 

methodology has demonstrated at the Croatian settlement Kaštel Kambelovac. 

2. Case study 

 The case study Kaštel Kambelovac is a small Mediterranean urban settlement placed along the 

Croatian coast. It consists of a historical core constituted by stone masonry, erected between the 15th 

and the 19th century, and the periphery outside of the historical core which includes mix of the 

buildings made of stone, concrete or brick blocks built in 20th and 21st century. In particular, five main 

categories of buildings have been recognized: before 1948, 1949 – 1964, 1964 – 1982, 1982 to 2005 

and modern buildings erected from 2005 onwards. All these buildings exhibit different seismic 

performance depending on the period of construction and applied technical regulation [1,2]. 

3. Seismic vulnerability assessment procedure 

The vulnerability index method is used to calculate the vulnerability index for the building based 

on the calculation of 11 geometrical, structural and non-structural vulnerability parameters of the 

buildings [1, 2]. Seismic behavior and the capacity of the building for three limit state (LS) conditions 

[3] are evaluated by static non-linear (pushover) method [4]. Eighteen buildings in the settlement (10 

in historical core and 8 outside of the core) were modelled using 3MURI software [5]. The buildings 

have been chosen considering different material and structural characteristics as well as the period of 

construction. The results for 18 analyzed buildings are used to establish the vulnerability index – peak 

ground acceleration (PGA) relation for DL, SD and NC limit states at the entire test site. Figure 1 

shows the relationships between the vulnerability index and the critical peak ground accelerations 

associated with the DL, SD and NC limit states. The trend lines Iv–PGADL, Iv–PGASD and Iv–PGANC 
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for three limit states expressed by exponential functions have been established. They are used to 

approximate the yield, significant damage and collapse PGA for the entire test site.  

 

 
Figure 1. Relations Iv11–PGADL, Iv11–PGASD and Iv11–PGANC 

 

The values of yield and collapse accelerations are the basis for deriving vulnerability curves and 

detection of the damage index for the given intensity of the earthquake. Three seismic scenarios 

corresponding to return periods 95, 225 and 475 years and demand PGA of 0.11g, 0.17g and 0.22g, 

respectively, have been chosen, and damage indexes have been calculated for the buildings at the 

whole test site. The seismic risk index PGA,C is defined as the ratio of the PGAC associated to the 

capacity of the structure and the demand ground acceleration PGAD. The values PGA,C>1 refer to safe 

structures, while the values PGA,C<1 refer to non-safe structures. The seismic risk index for the 

collapse (NC limit state) of the buildings for three return periods are calculated for the settlement. 

4. Conclusions 

A comprehensive hybrid approach to large-scale seismic vulnerability and risk assessment of existing 

urban areas is presented in this study. The approach combines the advantages of the vulnerability 

index method in assessing the vulnerability of a large number of buildings with the pushover method, 

that allows to determine the capacity curves and detect the specific limit states of the buildings. The 

present procedure has resulted in seismic vulnerability indexes, damage indexes, critical accelerations 

for different limit states and seismic risk indexes for the case study Kaštel Kambelovac.  
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1. Introduction 

 Traditional houses in Eastern Croatia were usually built using local earthen material [1, 2]. 

However, earthen architecture faded away when artificial stone (e.g. fired brick and concrete) 

replaced traditional building techniques (e.g. rammed earth and adobe). Today, earthen architecture 

in Slavonia and Baranja is in deteriorating state since there has been minimal concern for reparation 

and preservation. With no guidelines or standards for building and preserving earthen structures in 

Croatia, it is easy to presume that a part of Croatian cultural heritage will soon disappear. Moreover, 

poor seismic performance of earthen structures poses one of the biggest obstacles in finding proper 

ways of preserving existing and building new earthen architecture.  

 It is fair to assume that from the middle of the 19th century to today, earthen buildings encountered 

strong ground motions, but their seismic performance and possible fracture mechanisms are still 

unknown. Therefore, this paper deals with seismic risk assessment determined on a numerical model 

of a rammed earth structure. Only few papers worldwide have delt with seismic behavior of rammed 

earth structures [3-10]. Authors worldwide have mostly focused on seismic performance of rammed 

earth walls with means of experimental testing and numerical analyses. Merely two papers [8, 10] 

have described rammed earth house model tested on a shaking table. However, to our knowledge, no 

previous research has been conducted that produced fragility curves of rammed earth structures.  

2. Methodology, numerical model and analysis  

 The method used to determine fragility curves of an observed rammed earth structure in this paper 

is Incremental Dynamic Analysis (IDA). Vamvatsikos and Cornell [11] proposed the algorithm for 

analysis in 2002 and according to them, the basis of IDA is scaling. Essentially, structures are 

subjected to a suite of several ground motions, each scaled to multiple levels of intensity, all resulting 

in the IDA curve. However, IDA on a micromodel would take enormous amount of time and 

computational effort making it unreasonable to conduct. For that purpose, Dolšek [12] proposed a 

simplified method for seismic risk assessment of buildings based on aleatory and epistemic 

uncertainty. The method combines micromodel pushover analysis with IDA of an SDOF model. 

Moreover, it is important to note that simplification regarding IDA conducted on the SDOF model 

rather than the model of the house was necessary for rammed earth structure. Namely, IDA can be 

performed on frame structures. Nevertheless, to our knowledge, rammed earth structures should not 

be modelled as frame structures but as solid structures. For that reason, in this paper the method 

proposed by Dolšek [12] was used. First, pushover analysis on micromodel of rammed earth house 

was conducted using ANSYS software. Then, particular parts of N2 method [13, 14] were used. 

Namely, capacity curve obtained from the pushover analysis was used to determine parameters 

needed to define the SDOF model, as described according to the N2 method. Lastly, IDA was 

conducted on the SDOF model, using SeismoStruct software, to determine fragility curves. It is 

important to note that in this paper, analysis was conducted on deterministic model to test only seismic 

performance of a rammed earth structure. Material properties were assumed with their average values, 

based on literature review [15] since material properties of rammed earth architecture from Eastern 

Croatia are yet to be determined. Furthermore, ground motion records for ground type C [16] with 

peak acceleration lower than 0,1 g were used.  
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3. Concluding remarks 

Fragility curves determined within this analysis indicate that single story rammed earth structures 

built on ground type C, using material with average material properties, would be severely damaged 

by earthquakes with peak acceleration lower than 0,1 g. However, this is the first seismic risk 

assessment of rammed earth structures from Croatia, thus more research with different ground motion 

records and different ground types is mandatory. However, with this paper, determining fragility 

curves of rammed earth structure using method conventionally used for steel or concrete structures 

was proven possible.  
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1. Introduction 

 For almost three decades, carbon nanotubes have been among the most studied objects in 

nanotechnology. This is due to their exceptional mechanical and electrical properties. In most cases, 

molecular dynamics is the main tool used in research, while experimental approaches are still rather 

rare. 

 As an alternative approach a lot of research is aiming to develop analytical structural models, rods 

and beams in particular, to approximate carbon nanotube behavior. Such analytical models differ from 

classical macroscopic models. The central problem is the existence of nonlocal potentials leading to 

nonlocal force fields at the nanoscopic level. Due to this behavior, the neighborhood contributes to 

the stress state in a point. Closer points have a stronger influence and this influence decreases when 

the distance between the points is increased. The most important parameter describing this behavior 

is the so-called nonlocal parameter. Unfortunately, the exact value of the nonlocal parameter is still 

unknown, although a large number of analytical models have now been developed. 

 There have been a number of attempts to determine the value of the nonlocal parameter by 

molecular dynamics simulations. The issue is far from simple to solve. The choice of potentials 

governing the interactions between carbon atoms, the thermal vibrations of the atoms, and other 

problems have a significant effect on the results. In the present research, an attempt is made to gain a 

deeper insight into the mechanical behavior of single-walled carbon nanotubes (SWCNTs) by 

performing a comprehensive set of molecular dynamics simulations, followed by the development of 

a deep neural network. First, the deep neural network should be a reliable tool for predicting 

mechanical properties. The Young's modulus, Poisson's ratio, elongation at fracture and ultimate 

tensile strength were analyzed. Second, the comprehensive set of molecular dynamics simulations 

should also give an indication of the non-local behavior of SWCNT. 

2. Molecular dynamics simulations of SWCNT 

 The starting point is the choice of the potential describing the interactions between carbon atoms. 

In the present case, the modified AIREBO potential is chosen. Among the classical potentials (i.e., 

those not developed using density functional theory supported by machine learning), this potential is 

considered to most realistically capture the behavior at break and to have the fewest drawbacks. 

 Using the modified AIREBO potential, 818 different configurations of carbon nanotubes were 

generated. To reduce the influence of thermal vibrations each configuration was run 3 times and the 

results were averaged. The theoretical SWCNT diameters ranged from 0.36 nm to 3.916 nm, taking 

into account all possible chiralities defined as (n,m) within this diameter range. In all cases, the length- 

to-diameter ratio was about 5. One end of the SWCNT was prevented from moving, while a constant 

velocity was imposed at the other end. The velocity was calculated for each carbon nanotube to 

achieve a strain rate of 0.001 1/ps in all cases. More details on the modeling technique can be found 

in [1, 2]. 

 Fig. 1 shows a single stress-strain curve to illustrate the results obtained. While the elongation at 

break and ultimate tensile strength can be readily determined, the Young's modulus and Poisson's 

ratio are somewhat more involved. 
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Figure 1. Uniaxial tensile tests of a (14,9) SWCNT 

 

 The average Young’s modulus, Poisson’s ratio, ultimate tensile strength and elongation at break 

were 947.45 GPa, 0.207, 94.86 GPa and 0.021, respectively. 

3. Deep neural network 

 The obtained values of mechanical properties were used as a dataset for a deep learned neural 

network (DNN). The developed DNN has two roles. First, to remove or reduce the influence of 

thermal fluctuations, as clearly visible in Fig. 1. Second, to provide a reliable model for predicting 

the mechanical properties of SWCNT. For this purpose, a neural network with sequential architecture 

was chosen. The dense layers had 128-64-64-32-32-32-32-32-8-8-4 neurons. ReLU activation 

functions were used in all layers except the first and last layers. Data were normalized and mean 

square error (MSE) was used as the loss function. 

 The simulations lasted an average of 1247 epochs. The dataset was divided into training, 

validation, and test sets in a 70:15:15 ratio. The final MSE losses were 0.00277/0.00323/0.00484 for 

each set. Detailed results can be found in [1]. WThe nonlocal effect, i.e., the manifestation of the size 

effects, cannot be clearly established. At first, this may be visible for SWCNTs with smaller diameter, 

but one should bear in mind that the calculation of mechanical properties involves an approximation 

of the cross-section by a circular ring. This is not true, especially for smaller diameters where the 

cross section more or less resembles a polygon of thickness t and not a ring. Such an assumption can 

easily be misinterpreted as a nonlocal effect. Therefore, the nonlocal effect is very weak in SWCNT. 

DNN successfully manages to average the thermal fluctuations of the carbon atoms. The classical 

approach in this case would be to repeat the simulations as many times as possible and average the 

obtained results. This leads to significant computational costs. DNN has proven to be a viable 

alternative to this approach and significantly reduces these costs. 

4. Conclusions 

 The present study provided a comprehensive set of MD simulations of SWCNT, and the 

mechanical properties were calculated. Based on these results, a dataset was created and used as input 

to DNN that can successfully approximate the mechanical properties of SWCNT. 
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1. Introduction 

Shell elements which account for the layer sequence of a laminated structure are able to accurately 

predict the deformation behaviour of the reference surface, a sufficiently refined mesh presupposed. 

For elasticity this holds also for the shape of the in–plane stresses, if the shell is not too thick. In 

contrast to that only averaged transverse shear strains through the thickness are obtained within the 

Reissner-Mindlin theory. As a consequence only the average of the transverse shear stresses is 

accurate. Neither the shape of the stresses is correct nor the boundary conditions at the outer surfaces 

are fulfilled. In a standard version the thickness normal stresses are neglected. In several papers the 

equilibrium equations are exploited within a post–processing procedure to obtain the interlaminar 

stresses. The essential restriction of the approach is the fact that these stresses are not embedded in 

the variational formulation and an immediate extension to geometrical and physical nonlinearity is 

not possible.  

Higher order plate and shell formulations and layerwise approaches represent a wide class of 

advanced models. These theories are associated with global layerwise degrees of freedom which 

makes the general handling complicated for practical problems, e.g. when structures with 

intersections occur [1]. The use of brick elements or so-called solid shell elements represents a 

computationally expensive approach. For a sufficient accurate evaluation of the interlaminar stresses 

each layer must be discretized with several elements (≈4 - 10) in thickness direction. Especially for 

nonlinear large scale problems with a multiplicity of load steps and several iterations in each load 

step this is not a feasible approach [2]. An alternative to fully 3D computations is a multiscale 

formulation applying the so-called FE2 approach. At the integration points of the macro scale 

representative volume elements (RVEs) are introduced. In case of thin structures the RVEs usually 

extend through the total thickness of the shell [3]. In comparison to one-scale computations using 

standard shell elements the computing times prove to be very high. 

The discussion shows, that there is a need for further research in this range. Based on above arguments 

we propose a shell theory and associated finite element formulation which is characterized by the 

following features. 

(i) The underlying nonlinear shell theory is based on Reissner-Mindlin kinematic assumptions. This 

leads in a basic version to averaged transverse shear strains and vanishing transverse normal strains 

when exploiting the Green-Lagrange strain tensor. Subsequently the displacement field is enriched 

by warping displacements and thickness changes using layerwise interpolation functions. Thereby an 

interface to arbitrary three-dimensional material laws with restriction to small strains is created. 

(ii) The weak form of the boundary value problem is derived using the equilibrium equations for the 

stress resultants and stress couple resultants, the local equilibrium equations in terms of stresses, the 

geometric field equations, the constitutive equations and a constraint which enforces the correct shape 

of the displacement fluctuations through the thickness. 

(iii) Static condensation is applied to eliminate a set of parameters on element level. The resultant 

quadrilateral shell element possesses the usual 5 or 6 nodal degrees of freedom. This is an essential 
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feature since standard geometrical boundary conditions can be applied and the element is applicable 

also to shell intersection problems. In comparison to fully 3D computations and to FE2 computations 

present formulation needs only a fractional amount of computing time. 

2. FE formulation for layered shells 

 Layered shells of thickness ℎ are considered in this contribution. With 𝜉𝑖we denote a convected 

coordinate system of the body, where for the thickness coordinate ℎ− ≤ 𝜉3 ≤ ℎ+ holds. Thus, the 

reference surface Ω can arbitrarily be chosen with respect to the outer surfaces. The coordinate on the 

boundary Γ = Γ𝑢  ∪  Γ𝜎 is denoted by 𝑠. The shell is loaded statically by surface loads �̅� in Ω and by 

boundary forces 𝐭 ̅on Γ𝜎. Inserting the kinematic assumptions according to Reissner and Mindlin into 

the Green-Lagrange strain tensor one obtains well-known expressions for the shell strains. The 

membrane strains, curvatures and transverse shear strains are summarized in the vector 𝜺𝑔. 

A displacement field �̃� is superposed on the displacement shape of the Reissner-Mindlin theory. Its 

components �̃�𝑖 refer to a constant element basis system, where �̃�1, �̃�2 denote so called warping 

displacements and �̃�3 thickness changes. The shape of �̃�(𝜉3) = 𝚽(𝜉3)𝜶 through the thickness is 

chosen as in Ref. [4]. The vector 𝜶 is element-wise constant and contains displacements at nodes in 

thickness direction of the laminate. For 𝑁 layers this leads to 𝑀 = 9 ⋅ 𝑁 + 3 components in 𝜶. The 

interpolation matrix 𝚽(𝜉3) is formulated with cubic hierarchic functions. 

Using admissible variations for the independent mechanical fields the variational equation as basis 

for the FE formulation is derived.  

∫ 𝛿𝜺𝑔
𝑇

Ω

𝝈+ 𝛿𝝈𝑻(𝜺𝑔 − 𝜺)+ 𝛿𝝑
𝑇𝝍 d𝐴 − ∫ 𝛿𝐮𝑇�̅� d𝐴 − ∫ 𝛿𝐮𝑇�̅� d𝑠 = 0.

ΓσΩ

 

Here, 𝝈 denotes the vector of independent stress resultants and 𝜺 denote physical shell strains, which 

enter into the material law. The vector 𝝍 summarizes the material law, the equilibrium of higher order 

stress resultants and a constraint. The work conjugate vector 𝝑 = [𝜺, 𝜶, 𝝀]𝑇 contains besides 𝜺 and 𝜶 

the vector of Lagrange parameters 𝝀. Integration by parts and using standard arguments of variational 

calculus yields the associated Euler-Lagrange equations. One obtains the equilibrium of stress 

resultants, the geometric field equations, the local equilibrium in terms of stresses, a constraint and 

the static boundary conditions. The interpolation functions for the independent quantities are specified 

in detail in Ref. [5]. Several linear and nonlinear test examples show the effectiveness of the proposed 

model. 
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 The main goal of this work is to provide a thorough scientific understanding of the interplay 

between stochastics and mechanics, by classifying what can be achieved by representing mechanical 

system parameters in terms of deterministic values (homogenization) versus random variables or 

random fields (stochastic upscaling). The latter is of special interest for novel Bayesian applications 

capable of successfully handling the phenomena of fracture in both the quasi-static and the dynamic 

evolution of heterogeneous solids where no scale separation is present, which we refer to as stochastic 

upscaling. We seek to quantify the sensitivity of these phenomena with respect to the size-effect 

(changes in characteristic system dimension) and to the scale-effect (changes in characteristic time 

evolution). The challenge is to provide an answer as to why a system that is big does not break under 

quasi-static loads in the same way as a small system, even when both are built of the same material, 

and further extend this to inelasticity and fracture under dynamic loads. We plan to illustrate the 

crucial role of fine-scale heterogeneities and to develop the groundbreaking concept of stochastic 

upscaling that can capture their influence on instability and dynamic fracture at the system macro-

scale. The stochastic upscaling is the key to size and scale laws in the proposed multi-scale approach, 

which can reach beyond homogenization to properly account for epistemic uncertainties of system 

parameters and the stochastic nature of dynamical fracture. 

   

 The methodology proposed in this work develops novel concepts in irreversible thermodynamics 

of nonequilibirum processes (yet referred to as nonequilibrium statistical thermodynamics,  where 

neither space nor time scales are separated. This groundbreaking concept is here referred to as 

stochastic upscaling, providing a fruitful interaction of Mechanics (multi-scale approach) and 

Mathematics (uncertainty quantification). The stochastic upscaling truly applies across many 

scientific and engineering domains, where multiscale structure models are used to replace the testing  

procedure used to validate structure integrity or structure durability.  

 

   The main difficulty pertains to characterizing a number of different failure modes that require the 

most detailed description and interaction across the scales. Here, we seek to significantly improve the 

currently dominant experimental approach, because the latter is either not applicable for the sheer 

size of the structure, or unable to exactly reproduce the extreme loads. We propose to use stochastic 

upscaling, where extensive small-scale (material) testing is supplemented with large-scale (structure) 

computations, which allows exploring the real fracture behavior of the system under various load 

scenarios in optimal design studies, and thus accelerate innovations in this domain.  More details are 

given in refs. [1,2,3, 4]. 
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1. Introduction 

In recent years, due to its price and time consumption, the fusion welding is the most prevalent joining 

technique in the production of engineering components, when compared to other joining processes. 

Thus, the scientific community is trying to increase the efficiency of fusion welding. Therein, the 

focus is to increase the quality of machined welds without a major degradation of the mechanical 

properties of the entire structure. Several passes are usually required during the welding of thicker 

specimens when conventional techniques are used. Thereby, both the preparation of the joining 

process and the welding procedure itself demand a significant time. Furthermore, these types of 

techniques directly influence the mechanical properties of the weld, resulting from the coarsening of 

grains due to a higher cyclic heat input [1]. To avoid some of the mentioned issues, the submerged 

arc and hybrid laser-arc welding can be used to weld thicker specimens in a single pass. However, 

they often result in unsatisfactory results in the weld quality and cause the physical distortions of the 

weld. Recently, the high efficiency modified gas metal active welding (GMAW) has been improved 

by using the strong electrical current and buried arc technique. In this technology, the electric arc and 

the molten wire tip are located under the surface level of the molten metal, which enables the welding 

of thick specimens in a single pass. This welding process often results in smaller values of the 

obtained residual stresses [2]. However, it must be further improved and potentially tailored to 

individual engineering materials. Since experimental measurements require expensive equipment, 

numerical simulations can be considered as a good alternative to cut the financial costs and speed up 

the calibration of the process. 

2. Numerical simulation 

The numerical simulation of the fusion welding can be a huge undertaking and is often done using a 

sequentially coupled thermo-mechanical computation approach [3]. Therein, firstly the thermal, i.e., 

the heat transfer problem is solved and sequentially utilized in the solution of the elasto-plastic 

mechanical problem to obtain the corresponding values of residual stresses. This contribution is 

focused on improving the solution of the heat transfer problem, i.e., the first step of the welding 

solution procedure, by numerical meshless methods. The motivation for this research stems from the 

authors previous experiences with the mixed Meshless Local Petrov-Galerkin (MLPG) collocation 

methods [4]. The steady state thermal problem is described by second-order elliptical partial 

differential equations, which are analogous to the ones governing the problem of classical elasticity. 

Hence, as a preliminary test, the potentials of the proposed mixed MLPG formulation and the standard 

fully displacement (primal) formulation for solving the second-order partial differential equations are 

demonstrated by considering the problem of homogeneous thick cantilever beam bending with the 

dimensions of 24m 4mL H =  , as shown in Figure 1. The presented geometry and the applied 

boundary conditions, consisting of known displacements xu , yu  and tractions xt , yt , have been taken 

from the well known analytical solution [5]. The material data are Young’s modulus   and Poisson’s 

ratio  . The convergence study of both primal (P) and mixed (M) approaches, employing the relative 
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error   in the L2 norm of nodal displacements, is shown in Figure 2. The nodal distance of the uniform 

grid is denoted by  . The meshless approximation schemes [6] using the first- and second-order basis 

(IMLS1 and IMLS2) are applied. 

 

 
Figure 1: Geometry, discretization and loading of a 

thick cantilever beam 

 

 
Figure 2: Displacement convergence tests 

 

As evident, the mixed approach is superior to the primal formulation for both approximation 

functions. Therefore, a more accurate and numerically efficient modeling of steady state heat transfer 

is also expected when the mixed meshless collocation formulation is used.  

3. Conclusions 

In the proposed MLPG collocation method [7], the temperature and its first derivatives are 

approximated separately by using identical trial functions [6]. The compatibility between the 

approximated variables is then enforced at the discretization nodes, to eliminate the nodal values of 

first derivatives of temperature from the discretized governing equations. Such approach should lead 

to a more accurate meshless formulation [4], when compared to the primal approach [3], since only 

the first-order partial derivatives need to be calculated to assemble the global coefficient matrix. The 

accuracy and numerical efficiency of the proposed formulation will be demonstrated by a set of 

suitable numerical examples and compared to the results obtained by the primal meshless approach 

[3]. 
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1. Introduction 

 Knowledge about material inner behavior during loading has always been of interest in mechanical 

sciences. Several methods such as strain gauge measuring, photoelasticity, digital image correlation, 

etc. have been develop trough the years with goal of determining stress and strain distribution of 

loaded body. Although strain gauges are appropriate approach when acquiring strain of dynamically 

loaded structure, they are providing just point wise information about the strain distribution. Digital 

image correlation (DIC) is providing information about dynamically loaded structures up to certain 

velocities, depending on photographic performances, optics and sensitivity of digital cameras (CMOS 

or CCD sensor based). In our previous [1] work we have shown similarity of infrared image patterns 

and effective strain distribution obtained by DIC. When using thermography. It was shown that 

infrared thermography based on InSb focal point array detector operating on cryogenic temperatures 

can be used for higher loading velocities where DIC is not providing results. Also infrared 

thermography cannot be used for lover loading velocities as thermal effect is dissolved due to cooling 

of unloaded material. Here we present an approach that can be used to relate these two methods and 

provide system of relating temperature distribution to effective strain. 

2. Relating DIC to IR 

 The relation between stress and thermal distribution is established within method of Thermoelastic 

stress analysis. The method is based on Lock-in thermography of cyclically loaded structure, where 

loading frequency is about 10 Hz. The relation in post-elastic (plastic) regime is not jet established as 

it is influenced by many parameters. In [1] the comparison between DIC and IR showed that IR 

temperature distribution is similar to effective stress obtained by DIC. Figures 1 and 2 depict an 

example of aluminum alloy specimen, i.e. a tension test with predefined displacement of 284 mm/s. 

These images were obtained by Chronos 1.4 digital camera and Flir SC 5000 MW camera, both 

triggered and acquiring at frequency of 500 Hz. The DIC analysis was performed by open-source 

software Ncorr [2]. When comparing here presented results with ones reported in [1], the difference 

is in developing system of trigger based parallel acquisition of DIC and IR images and development 

of Matlab based image processing procedures, what enabled us integration of both methods for 

machine learning purpose.   

 
Figure 6 Thermal image 
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Figure 7 Effective strained obtained by DIC 

 

Effective strain relation used for obtaining DIC imaged in Figure 1, after neglecting strain in z 

direction is: 
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The approach taken will not focus our effort on finding classical relation between DIC and IR, but on 

training a deep neural network for finding the relationship between DIC and IR thermography.  

As for training of deep neural networks large amounts of data are required, current experimental 

results obtained by our facilities are not enough. For this purpose, a synthetic dataset (that will 

complement real data set) is in development. Furthermore, as data for training is high dimensional, 

dimensionality reduction via REBMIX a finite mixture modeling library [3] using clustering will be 

implemented. This could potentially speed up the process of training the network. 

4. The course 

The presented work is still in development phase, and we will need several years to develop robust 

and general system of analysis. This approach of machine learning based development of physical 

relations between experimental observations is novel and unpredictable way in mechanics that opens 

new horizons in research.  
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1. Initial research in the analysis of composite structures 

At the beginning of 1990s work at the numerical modelling of composite structures has started with 

development of 9-noded shell finite element applied in the analysis of layered composites. Using the principle 

of degeneration of three-dimensional continuum, MATLAB based program has been developed [1]. In addition, 

research has been performed in the analysis of the behaviour of composite torispherical shells where 

nonlinearities in the form of large deformations have been analysed [2]. In the next phase of the research, the 

development of numerical algorithms was performed for the analysis of interlayer delaminations at impact of 

composite plates with low speed/mass impactors. This leads to barely visible external damage (BVID) and the 

connection between the appearance of cracks in the matrix and interlayer delaminations was applied in the 

development of suitable algorithms [3]. Matrix cracks were determined by applying appropriate failure criteria, 

and the degradation of mechanical properties after the occurrence of damage was modelled. Kinematic 

connections were used to model the separation of nodes in the occurrence of interlayer delaminations. The 

numerical procedure developed at the level of the integration point was built into the ABAQUS program.  

2. Crash and impact analyses 

Crash and impact phenomena in composite structures present a particular concern due to the inherent 

susceptibility of the rather brittle material to this type of loading. To simulate impact damage and 

crashworthiness problems, the Abaqus built-in damage initiation and propagation model has been used [4]. This 

model employs the Hashin failure theory as the damage initiation criterion. Afterwards, damage in the 

composite was modelled using Continuum Damage Mechanics principles for the four fibre/matrix failure 

modes. To increase the accuracy of damage initiation modelling and to extend the capabilities of damage 

modelling in Abaqus/Explicit, various failure criteria have been also implemented in the simulations using the 

VUMAT user material subroutine. The described Coupled Eulerian Lagrangian  numerical methodology has 

been applied to various foreign object impact damage problems in aeronautical structures (birdstrike, hail 

impact), ground impact simulations and similar crashworthiness problems, as illustrated in Fig.1. [5] 

3. Modelling of damage in composite structures 

To further increase the reliability of numerical damage modelling in composite structures, a multiscale approach 

has been developed within the Aerodamagelab research group. This methodology is established by coupling 

the computationally efficient semi-analytical High Fidelity Generalized Method of Cells (HFGMC) 

micromechanical model and the Abaqus/Explicit solver for simulations at the structural level. The HFGMC 

model has been implemented into the Abaqus/Explicit analysis using the VUMAT software as a separate 

FORTRAN written subroutine and using the MKL sparse system solver for computational effectiveness [6,7]. 

The Mixed Mode Continuum Damage Mechanics (MMCDM) model has been employed in this multiscale 

framework to model the damage processes at the constituent level.  
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Figure 8: Simulation of a bird strike event – contours of Hashin’s fibre tensile initiation criterion at a 

1.81 kg bird impact at 100 m/s in the composite flap structure. 

4. Self-healing composite structures 

Self-healing polymers have proven their applicability in FRP composite structures by being able to mend matrix 

damage and delamination after LVI, DCB and 3PB tests. The healing phenomenon can be described in a 

constitutive model as a regain of matrix material’s elasticity modulus. Thus, in [8] is presented a multi-scale 

framework for modelling of self-healing FRP composite structures. Methodology presented in [9] is validated 

using results of 3PB tests available in the literature. In Fig. 2 a distribution of the effective damage variable in 

0- and 90-degree plies, before and after the first healing process is illustrated. Tested specimens had [0/90/0] 

layup. The effective damage variable is defined to increase during the damaging process and decrease as a result 

of healing. 

 
 

 

 

 

 

 

 

 

 

Figure 2: Distribution of the effective damage variable in 0- and 90-degree plies before and after the first 

healing process. 
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 Reinforced concrete structures are designed to withstand extreme loading scenarios such as fires. 

Therefore, structural engineers are interested to analyze the behavior of reinforced concrete structures 

subjected to a combination of mechanical loads and elevated temperatures. Lu et al. performed a 

large-scale fire test on a segment of a subway station in Shanghai 0. Díaz et al. used the Finite Element 

method to analyze the structural behavior of the reinforced concrete structure subjected to regular 

service loads and a moderate fire, see Fig. 1 and 0. In the present study, an engineering mechanics 

approach combining (i) fundamental relations of thermo-elasticity of reinforced concrete beams and 

(ii) software for structural analysis of beam structures is used to describe the structural behavior of 

the same segment. The results are compared with the Finite Element simulations of Díaz et al., see 

also [4]. 

 

 
 

Figure 1. Structure, supports, and loading conditions; after 0. 

 

 The three-dimensional reinforced concrete structure is idealized as a frame consisting of straight 

beams. The prismatic columns with rectangular cross-section are transformed into cylindrical beams 

with equivalent extensional stiffness. For all structural elements except the columns, solutions for 

one-dimensional heat conduction in thickness direction are taken from the literature [3]. The ingress 

of heat into the cylindrical columns is quantified by a series solution for axisymmetric cross-sections 

based on Bessels functions [4]. The obtained temperature changes of each structural element are 

translated into thermal eigenstrains by multiplying them with the coefficient of thermal expansion. 

Thermal eigenstrains (dotted line in Fig. 2a) are decomposed into three parts: a spatially constant 

contribution representing the eigenstretch of the axis of the structural element (solid line), a spatially 

linear contribution with vanishing mean value, referring to the eigencurvature of the axis of the 

structural element (dashed line), and a spatially non-linear contribution representing the eigenwarping 

of the cross-sections (dash-dotted line). Corresponding decomposition rules are derived for reinforced 

concrete members. This derivation combines the Bernoulli-Euler hypothesis, geometric and 

constitutive equations of linear thermo-elasticity, as well as relations between the axial force and the 

bending moment, on the one hand, and the axial stresses, on the other hand. The eigenstretches and 

eigencurvatures are constrained at the scale of the statically indeterminate structure. Beam analysis 
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software is used to study the load carrying behavior of the frame structure subjected to mechanical 

loads as well as to thermal eigenstretches and eigencurvatures of all structural elements. The obtained 

axial forces and bending moments result in axial stresses which are linear across the cross-sections, 

see the dotted line in Fig. 2b. The latter remain plane even under combined mechanical and thermal 

loading. Because of this planarity, the eigenwarping-part of the thermal eigenstrains is prevented at 

the scale of the cross-sections. This activates self-equilibrated thermal eigenstresses which are 

spatially nonlinear across the cross-sections. Total axial stresses are obtained from adding the thermal 

eigenstresses to the axial stresses quantified based on the axial forces and bending moments. The total 

stresses agree well with the results of a three-dimensional thermo-elastic Finite Element simulation, 

compare the solid and the dashed line in Fig. 2b.  
 

             
(a) (b) 

 

Figure 2. Results obtained for the Top Slab of the analyzed structure, half an hour after the start of the 

fire: (a) thermal eigenstrains and (b) axial normal stresses; after [4]. 

 

 Half an hour after the start of the fire, tensile stresses prevail inside the volume of all structural 

elements, in the regions around their axes. The computed tensile stresses of the slabs and walls are on 

the same order of magnitude as the tensile strength of concrete, see Fig. 2b.  

 It is concluded that spatially non-linear eigenstresses resulting from prevented eigenwarping of 

the cross-sections represent a significant part of the total stresses. Such eigenstresses must be 

considered when it comes to the design of reinforced concrete structures subjected to elevated 

temperatures. The organization of the described engineering mechanics approach in several 

subproblems allows for relating causes to effects in a more clear and insightful fashion compared to 

an all-in-one simulation approach such as the Finite Element Method.  
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1. Introduction 

 The phase-field (P-F) approach to fracture modelling has gained much attention in the field of 

computational fracture mechanics in recent years. In this approach, the sharp crack discontinuity is 

approximated by a diffusive band whose width is regulated by a user-defined length scale parameter. 

Its variational based approach has been proven to be thermodynamically consistent and able to solve 

complex fracture processes. The most important deficiency that prevents the application of the P-F 

models for fracture in solving practical engineering problems are enormous computational demands 

in terms of computational time and hardware resources. These computational costs are mainly 

associated with the necessity to use very dense meshes to obtain small length scale parameter for the 

representation of sharp crack in the domain [1]. The P-F fracture framework has been very recently 

extended to the fatigue crack propagation problems. However, the existing models cannot be 

calibrated to simultaneously reproduce the main features of low- and high-cycle fatigue, and that 

therefore they are not suitable for engineering application.  

 This work reviews the main contributions of the authors to the fracture and fatigue failure 

modelling using P-F formulation. Here, the basic concept and numerical implementation of the 

proposed generalized P-F framework are presented. To illustrate the applicability and effectiveness 

of the proposed framework different problems are analysed, such as brittle, ductile, and fatigue 

fracture on homogeneous and heterogeneous materials, adaptive mesh refinement, Vickers 

indentation fracture, pitting formation due to rolling-sliding contact as well as crack propagation in 

welded structure.  

2. Brittle, ductile, and fatigue fracture on homogeneous and heterogeneous materials 

 A general P-F model for fracture and fatigue failure in brittle and ductile materials is described in 

detail in [2]. This model is based on the P-F staggered scheme with a residual control-based stopping 

criterion [1]. The implementation of the model is made with the ABAQUS finite element software. 

The experimental validation of the numerical models is conducted on the homogeneous and 

heterogeneous materials. It has been demonstrated that with a suitable choice of the length scale 

parameter, the developed P-F model can provide valid prediction of the brittle and ductile crack 

initiation and propagation under quasi-static as well as cyclic loading conditions [1-3]. 

3. Vickers indentation fracture 

 A 3D P-F model for brittle fracture is applied for analysing the complex fracture patterns appearing 

during the Vickers indentation of fused silica glass [4]. Herein, an adaptive mesh refinement strategy 

is utilized for reducing the computational costs [5]. The fracture initiation ring outside the contact 
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zone is detected by using different energy decompositions, and the dominant cone-crack formation 

under the Vickers indenter is observed (see Figure 1). 

 

    
a) b) 

Figure 1. Vickers indentation test on fused silica glass: a) experiment, b) numerical simulation 

4. Pitting formation due to rolling-sliding contact 

 A novel computational framework for assessment of a gear lifetime until pitting formation on a 

gear tooth flank is developed [6]. In this approach, the load distribution as a consequence of a contact 

pressure distribution is obtained by the elastohydrodynamic lubrication (EHL) theory, while P-F 

approach is used to model the damage behaviour of sintered material.  

5. Crack propagation in welded structure 

 A P-F procedure has been utilized to model crack propagation in compact tension specimen 

machined from the pre-welded structure. The influence of the attained welding residual stresses and 

plastic strains on the crack propagation has been investigated. It has been observed that the proposed 

P-F approach can properly model crack propagation through the welded structure. 
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1. Introduction 

 The virtual element method was developed in the last 10 years as a new discretization 

technique for applications in science and engineering. The virtual element method (VEM), see e.g. 

[1], has some advantageous properties, it allows the use of elements with arbitrary number of nodes 

and non-convex shapes. 

2. Description of the presentation 

 The virtual element method is based on an ansatz space in which the ansatz is only defined at the 

boundary. This feature permits to revisit the construction of Kirchhoff-Love (KL) plate elements of 

arbitrary shape. The C1-continuity condition is much easier to handle in the VEM framework than in 

the traditional finite element methodology. We will show various VEM elements suitable for KL 

plates, see [3] and [5], which are much simpler than the well-known TUBA finite elements in [2]. 

Based on a geometrically exact thin KL shell models, see [4], we will construct virtual elements for 

large deflections and compare these with a similar formulation for TUBA elements. The formulation 

contains new ideas and different approaches for the stabilization needed in a virtual element setting. 

In the case of C1-continuous elements it is crucial to use an efficient stabilization, otherwise the rank 

deficiency of the stiffness matrix associated with the projected part of the test function is more 

pronounced than for C0-continuous elements. 

 

In this contribution we demonstrate how to construct simple and efficient virtual plate elements for 

isotropic and anisotropic materials, an example from [5]  is depicted in Fig. 1.  

 

 

                  
    

 
Figure 1. Quarter of a plate under distributed load, problem, Voronoi mesh, moment distribution 

 

The formulation will then be extended to geometrically exact shell elements. Various benchmark 

examples and convergence studies using isotropic and anisotropic constitutive models demonstrate 

the accuracy of the resulting VEM elements. 
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Finally, reduction of virtual plate elements to triangular and quadrilateral elements with 3 and 4 nodes, 

respectively, yields finite element like plate elements which are much simpler than TUBA elements. 

It will be shown that these C1-continuous elements can be easily incorporated in legacy codes and 

demonstrate an efficiency and accuracy that is much higher than provided by traditional finite 

elements for thin plates and shells. 
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1. Introduction 

 Abdominal aortic aneurysm (AAA) is asymptomatic disease with high mortality rate. It is, thus, 

not surprising that more and more effort is being put into understanding its pathology and optimal 

timing for the treatment of AAAs. Most AAAs harbor intraluminal thrombus (ILT). The role of ILT 

is controversial: mechanically it shields the wall, but it is also biochemically active. It undoubtably 

plays a crucial role in the growth and remodeling (G&R) of AAA. We have previously investigated 

mechanical influence of the ILT on axially symmetric fusiform AAA progress [1]. This work is now 

extended to include two major changes. Firstly, biochemical influence of ILT is modelled. 

Additionally, the key factor in ILT deposition and growth is believed to be hemodynamics [2]. It is 

likely that ILT is formed when regions both favorable to platelet activation (due to high shear stresses 

in the lumen where platelets activate) and adhesion (due to low wall shear stresses where platelets 

may aggregate on a vulnerable endothelium) simultaneously exist. Thus, thrombus deposition in this 

work depends on wall shear stress calculated from computational fluid dynamics (CFD) analyses. 

2. Methodology 

 Mechanical model of the thrombus was described in detail in Horvat et al., 2021 [1]. Briefly, 

unlike aortic wall, whose mass increases only several fold during aneurysm progression, intraluminal 

thrombus (ILT) is continuously being deposited, with its mass changing from zero in a healthy artery 

or small aneurysm to a potentially huge thrombus mass in large AAAs. Therefore, an aortic wall is 

modelled with a constant number of finite elements with evolving constituent mass, whereas ILT 

element count increases at each deposition time, but the element mass is considered constant. 

Mechanical properties of ILT layers were modelled based on the experimental study from [3]. 

 We have loosely coupled long-term growth and remodeling process of aortic wall and ILT (with 

time step measured in days) with computational fluid dynamics (CFD) analysis (with time scale 

measured in seconds), thus forming fluid-solid-growth model. ILT deposition time and location is 

predicted using time-averaged wall shear stress (TAWSS) calculated from CFD simulations [4]. 

Blood was modelled as a non-Newtonian fluid with implemented Bird-Carreau viscosity model into 

OpenFOAM – a finite volume software package. Growth and remodeling of aorta and thrombus was 

previously implemented into finite element program FEAP 8.4. Standard arterial growth and 

remodeling model based on constrained mixture theory and evolving configurations is used for the 

aortic wall. The model is extended to describe the biochemical influence of ILT on the wall. This 

implies that degradation of proteins in the extracellular matrix (collagen and elastin) depends on 

spatio-temporal distribution of proteolytic enzymes. Proteases are believed to have two sources: 

luminal layer of ILT adjacent to the fresh blood and continuously increasing vasa vasorum in the wall.  

 As the initial insult, 15% elastin degradation is locally induced. The irreversible loss of elastin 

causes slight bulging of the wall. Due to the changed geometry of the aorta, hemodynamics changes 

and TAWSS decreases. After condition for the thrombus deposition is met, the first layer of ILT finite 

elements is added. Because ILT introduces proteases, extracellular matrix is increasingly degraded, 

which triggers further AAA growth. CFD analyses are run after every third growth and remodeling 

analysis. 
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4. Results and conclusions 

 Wall constituent mass evolution at the several locations can be seen in Figure 1. At the healthy 

part (section C), all wall constituent masses are nearly constant to insure homeostasis. There is no 

ILT beneath the wall that could induce matrix degradation. At the aneurysm apex (section A) elastin 

was initially degraded 15%. After that, its mass was kept constant until first ILT layer was deposited 

(approximately at G&R time 1000 days). After ILT deposition, elastin was degraded again, based on 

amount of elastases. Because anoikis is modeled (i.e., apoptosis of smooth muscle cells with loss of 

elastin), SMC mass also initially decreased 15%. However, unlike elastin, SMC is allowed to turnover 

continuously and before ILT is deposited, its mass was produced due to increased wall stress. When 

elastin started to further degrade, mass of SMC decreased despite increased production. Collagen 

mass was always increasing. 

 

 
Figure 1. Spatial distribution on wall constituent masses (a) and their evolution at different 

locations in the aorta (b) 

 At initially healthy the section B, elastin mass was constant until elastase diffused to the location. 

At that point, elastin started to degrade. Consequently, at the end of the analysis, more functional 

elastin remains at that location. 
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1. Introduction 

 The application of finite element method in interdisciplinary sciences such as biomedical 

engineering has been quite common in the last few decades [1]. Treatment of intracapsular hip 

fractures such as femoral neck fracture of Pauwels type III still remains a challenging matter, given 

the fact that this disease nowadays involves more than 50% of all proximal femoral fractures [2]. 

While creating an internal fixation device for that matter, it is necessary to conduct experimental tests. 

The goal of simulations is to select the crucial device test loads and setups, i.e., to reduce the cost and 

time consumption of the tests. While most authors use a very primitive form of model loading in their 

simulations [3-5], this study uses two types of femur’s loading cases (climbing stair and walking) and 

compares two mechanically equivalent force loadings with their amounts. 

2. Materials and methods 

 A left, 4th generation composite femur (Sawbones®, USA) was scanned using computed 

tomography and its geometry was obtained using Mimics software (17.0, Materialise NV, Belgium). 

A 3D model of the femur with three screws in an inverted triangle configuration was created in 

SolidWorks software (2020, Dassault Systèmes, USA). The screws’ material was set to be titanium 

with a radius of 5 mm. All materials were defined as linearly elastic, homogeneous and isotropic, 

while their properties and interactions are listed in Table 1. 

Table 1. Model properties and boundary conditions in Abaqus 

Material Elastic modulus [GPa] Poisson’s ratio [-] Boundary condition 

Screws (titanium) 110 

0.3 

With all other models: Tie 

Cortical bone 17 On fracture site: surface-

to-surface (friction 

coefficient: 0.2) 
Trabecular bone 1.1 

 One loading case imitated stair climbing and the other one walking. Both loading cases [6] were 

divided into a four-point (P1, P2, P3, P4) loading case and in a reduction of those forces in one point 

(A) on the femur. These were further divided into models with all three force components and the 

ones with resulting forces and moments only. That resulted in eight simulations made in Abaqus 

software (6.14-5, Dassault Systèmes, France), schematically shown in Fig. 1. 
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Figure 1. Mechanically equivalent loading forces for both stair climbing and walking 
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3. Results 

 Fig. 2 shows the distribution of maximum von Mises stress on elements and displacements of 

nodes on femur, while Fig. 3 displays the relative fracture displacement (displacements of node pairs) 

distribution along the upper side of the fracture for stair climbing and walking. 
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Figure 2. Maximum von Mises stress distribution and displacements for the two load cases 
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Figure 3. Relative fracture displacement for the two load cases 

4. Conclusions 

 While designing implant devices, multiple loads with various points on femur should be used to 

determine the maximum von Mises stress values and its distribution. The results further show that 

almost equal displacements (max. error of 0,52%) are present in all loading cases, thus indicating that 

this approach of force reduction can be used in the examination of fracture displacements.  

References 

[1] Taylor, M., Prendergast, P.J. Four decades of finite element analysis of orthopaedic devices: Where are 

we now and what are the opportunities? J biomech, 18;48(5):767-78, 2015. 

[2] Ridzwan M.I.Z., Sukjamsri C., Pal B., van Arkel R.J., Bell A., Khanna M., Baskaradas A., Abel R., 

Boughton R Cobb J Hansen U. Femoral fracture type can be predicted from femoral structure: a finite 

element study validated by digital volume correlation experiments. J Orthop Res, 36(3);993-1001, 2018. 

[3] Li, J. Zhao, Z., Yin, P., Zhang, L., Tang, P. Comparison of three different internal fixation implants in 

treatment of femoral neck fracture – a finite element analysis. J Orthop Surg Res, 14:76, 2019. 

[4] Corderio, M., Caskey, S., Frank, C., Martin, S., Srivastava, A., Atkinson, T. Hybrid triad provides fracture 

plane stability in a computational model of a Pauwels Type III hip fracture. Comput Methods Biomech 

Biomed Engin, 476-483, 2019. 

[5] Huang, H., Feng, Z., Wang, W., Yang, C., Liao J., Ouyang, J., Finite Element Analysis of Femoral Neck 

Fracture Treated with Bidirectional Compression-Limited Sliding Screw. Med Sci Monit, 30;27:e929163, 

2021. 

[6] Zeng, W., Liu, Y., Hou, X. Biomechanical evaluation of internal fixation implants for femoral neck 

fractures: A comparative finite element analysis. Comput Meth Prog Bio, 196:105714, 2020. 
  



10th International Congress of Croatian Society of Mechanics 

September, 28-30, 2022, Pula, Croatia 

 

 

83 

 

 

Linear and nonlinear fracture mechanics vs cohesive-zone models in the 

failure analysis of structural interfaces 

Giulio Alfano*, Leo Škec+, Gordan Jelenić+ 

*Brunel University London, Department of Mechanical and Aerospace Engineering 

Kingston Lane, Uxbridge UB8 3PH, UK 

E-mail: giulio.alfano@brunel.ac.uk 

 
+University of Rijeka, Faculty of Civil Engineering 

Radmile Matejčić 3, 51000 Rijeka, Croatia 

E-mails: {leo.skec, gordan.jelenic}@ uniri.hr  

Keywords: Fracture resistance, J integral, energy release rate, work of separation.   

1. Introduction 

 The ranges of validity of different fracture mechanics theories have been extensively studied over 

the last few decades. Linear elastic fracture mechanics (LEFM) is essentially based on Griffith’s 

energy balance and the concept of critical energy release rate, 𝐺𝑐. It is theoretically valid only for an 

infinitely brittle material, but it can still be applied with good accuracy when the inelastic zone around 

the crack tip is sufficiently small [1]. When this condition is not met, the J-integral theory can be used 

as an alternative approach, within the framework of so-called nonlinear fracture mechanics (NLFM). 

In its simplest version, NLFM is still based on the idea of characterising the fracture resistance with 

one single parameter, the critical value 𝐽𝑐 of the J integral, but can be used when material behaviour 

is nonlinear. Although the theory is strictly valid only for nonlinear elastic behaviour, it is still widely 

applied also when behaviour is not only nonlinear but also inelastic.  

 In the failure of adhesive joints of structural components, where damage is localised in a thin 

interface of adhesive, if the bonded components are relatively stiff the size of the inelastic zone is 

often considered too large for LEFM to be valid and therefore the use of the J integral has been 

considered necessary to characterise the fracture resistance of the joint [2, 3]. In fact, in some cases 

any one-parameter theory has been deemed not accurate enough, and therefore the use of a models 

based on more parameters, such as a cohesive-zone model (CZM), has been considered necessary [4]. 

CZMs introduce a nonlinear relationship between the components of the relative displacements and 

those of the interface stresses, which for each component (or ‘mode’) is also called the traction-

separation law (TSL). In the vast majority of cases the parameter of the CZM that has the biggest 

influence on the model predictions is the area under the TSL, which represents the work of separation 

per unit of cracked area and will be here denoted by Ω. Interestingly, different researchers assume 

either that Ω = 𝐺𝑐 or that Ω = 𝐽𝑐 but although the latter can be rigorously justified in some cases (as 

discussed below), the former is generally an approximation, which is normally overlooked. 

 On the other hand, despite the widely discussed limitations of the use of LEFM to characterise the 

fracture resistance of adhesive joints, all the currently approved industrial standards are based on the 

use of LEFM and therefore provide methods to experimentally evaluate  𝐺𝑐. 
 Motivated by the aforementioned observations, in this contribution we will present the results of 

a study [5] that clarified the difference between 𝐺𝑐, 𝐽𝑐 and Ω for the case of mode-I failure along 

adhesive joints, and we will discuss more recent developments. 

2. Some key results 

It is not difficult to show that the widely accepted interpretation of J as the energy release rate for 

a nonlinear elastic material leads to the equality Ω = 𝐽𝑐. However, it was noted in [5] that this is true 

only if the material is homogenous. On the other hand, in many cases the fracture resistance on 
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adhesive joints has not been found to be constant, so that an R-curve can be determined and the 

fracture resistance therefore becomes a function of the crack length. In these cases, Ω ≠ 𝐽𝑐, in general.  

In all cases, during mode-I crack propagation along a thin interface, it was theoretically shown in 

[5] that the following relationship holds: 

Ω = 𝐺𝑐 −
𝜕Π𝐷
𝜕𝑎

 (1) 

where 𝑎 is the crack length and Π𝐷 represents the energy dissipated ahead of the crack tip.  

For a flat R-curve, as noted above it also results Ω = 𝐽𝑐, and therefore one has: 

𝐽𝑐 = 𝐺𝑐 −
𝜕Π𝐷
𝜕𝑎

 (2) 

Equation (2) shows that, unlike what is normally stated in the literature, the difference between 𝐺𝑐 
and 𝐽𝑐 is not due to the size of the cohesive zone but is related to how much Π𝐷 changes during crack 

propagation. In other words, if the ‘damage profile’ translates in a steady-state fashion with the crack 

tip, then Ω = 𝐺𝑐 and, if 𝐺𝑐 is constant, then 𝐽𝑐 = 𝐺𝑐, regardless of the size of the cohesive zone. An 

example of such case is a double cantilever beam (DCB) with prescribed rotations, also known as 

moment-loaded DCB [4].  For the more conventional DCB with prescribed displacements, Π𝐷 is not 

constant but, for most cases of interest, its variation is actually extremely small during crack 

propagation. An example is reported in Figure 1, which shows the difference between 𝐽𝑐 and 𝐺𝑐 
obtained in numerical simulations of a DCB made of aluminium arms, which are bonded with an 

adhesive modelled via a bilinear CZM with constant properties along the interface, including constant 

Ω, so that 𝐽𝑐 = Ω. Different cases have been simulated with different strength, 𝜎𝑚𝑎𝑥, of the adhesive. 

The smaller 𝜎𝑚𝑎𝑥, the more ductile the adhesive, but for the most ductile case the difference between 

𝐽𝑐 and 𝐺𝑐 is less than 2% and rapidly decreasing during crack propagation. 

 

Figure 1. Relation between 𝑱𝒄 = 𝛀 and 𝑮𝒄 for numerical simulations of a DCB.  
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Introduction 

S.J. Mitchell in [1] replaced the standard aggregate of regular concrete with engineered inclusions 

and introduced a new composite material named metaconcrete. The spherical inclusions were 

composed of a heavy core coated with a thin layer of a soft material. The uniformly distributed 

inclusions could be tuned such that their natural frequencies would be close to the frequency of the 

applied dynamic load. This would result in the resonance of the inclusions and consequently the 

attenuation of the applied wave motion. Similar engineered inclusions had been used in the past under 

other names such as Locally Resonant Sonic Material (LRSM), Phononic Crystals (PnCs), etc. For 

example, [2] presented the finite element model of a unit cell composed of a coated inclusion 

embedded in an epoxy matrix to study the resonance modes and the wave attenuation. [3] proposed 

the model of a metaconcrete thin plate composed of steel inclusions coated by rubber embedded in a 

concrete matrix. The thin plate model showed great potential for vibration reduction in low 

frequencies. Briccola in [4] verified the attenuation-property of metaconcrete in laboratory 

experiments with the cubic specimens of metaconcrete. The inclusions were composed of a spherical 

steel core coated with polydimetilsyloxhane (PDMS). They were arranged inside the specimens in 

several symmetrical patterns. 

In the above works, the attenuative character of the engineered inclusions was thoroughly studied. 

In this work, the impact of the engineered inclusions on the damping ratio is studied. The goal is to 

investigate, whether the core-coating elements can improve the vibration energy dissipation of an 

oscillating body and exhibit a larger damping ratio. Numerical models are employed to study the 

cubic specimens of metaconcrete. Laboratory experiments with steel bars are carried out to investigate 

the core-coating elements individually. 

Estimation of the damping ratio 

The half-power bandwidth method is a common way to estimate the damping ratio. However, the 

method becomes challenging for structures with closely spaced natural frequencies [6]. The specimen 

of metaconcrete exhibits such natural frequencies. Alternatively, the damping ratio can be estimated 

by the logarithmic decrement [7]. Therefore, Eq. (1) is used in this work to compute the damping 

ratio. 

 Λ = ln
𝑥𝑖
𝑥𝑖+𝑛

=
2𝑛𝜋𝜁

√1 − 𝜁2
 (1) 

The Den Hartog criteria as means of optimization 

By considering the core-coating element as a vibration absorber, the Den Hartog criteria [5] are 

used to optimize the required mass of the inclusion 𝑚𝐷. The natural frequencies of the inclusion 𝜔𝐷 

and the main mass 𝜔𝑚 are determined numerically, which are necessary for estimation of  𝑚𝐷 with 

Eq. (2). 

 𝜅𝑜𝑝𝑡 =
𝜔𝐷
𝜔𝑚

    ⇒     𝑚𝐷 = (
1

𝜅𝑜𝑝𝑡
− 1)𝑚𝑚   (2) 
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Numerical and experimental study 

The finite element model of a unit cell containing one core-coating element at its center was 

successfully employed by [1] and [2] to estimate the natural frequencies of the inclusion. The unit 

cell is also used in this work for the same purpose. The targeted mode shape is the translational 

vibration of the core along either of the Cartesian axis. 

For the numerical study, the cubic specimen of metaconcrete is created at the mesoscale composed 

of three phases: mortar matrix, aggregate, and the rigid ITZ. The normal aggregate is partially 

replaced with the core-coating inclusions, which are uniformly distributed. (Figure 9.a) 

For the experimental study, steel bars with rectangular cross-sections are used. The first vibratory 

mode of the bar is activated by point-supporting the bar at the locations with zero displacement. Those 

points are determined by the first mode shape of the bar without boundary conditions. The core-

coating element is fixed at the middle of the bar. (Figure 9.b) 

 

 
  (a) metaconcrete                     (b) the point-supported bar and the core-coating element at the mid-span 

Figure 9. Mesomodel of metaconcrete (a); Illustration of the experimental test setup (b) 

Conclusive findings 

The numerical study showed only a minor improvement in the damping ratio of metaconcrete. 

However, the oscillation amplitudes of the specimen reduced, which signifies the energy dissipative 

character of the core-coating elements. 

The laboratory tests could exhibit that the free oscillation of the bar decayed much faster when the 

core-coating element was fixed to the mid-span. Consequently, a larger damping ratio was measured, 

which is again evidence of the dissipated energy through the engineered inclusions. 
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1. Introduction 

 The term post-processing of thermal images mainly refers to the search for non-uniformity of the 

structure, reduction of noise, maximizing of thermal contrast or segmentation of the object of interest 

[1]. Edge detection algorithms can effectively highlight edges: edges between damaged and 

undamaged areas, the edges between object and environment, or the edges between inhomogeneous 

areas. Solving these problems is crucial for conducting quantitative damage detection and for process 

automation. 

2. Feature extraction 

 Characteristic information in the image can be highlighted by finding the edge. The edge in the 

image is actually a set of pixels that represent a sudden change in the intensity of the image, and is 

found by describing the intensity of the image (𝐼) with a gray level [2-4]. The largest change in 

intensity is the local minimum or maximum of the first derivative of a two-dimensional function, 𝑓 
(𝑥, 𝑦)= 𝐼. In Fig. 1. thermal image is shown on the far left, and in the other figures represent the most 

commonly used operators for edge detection: Prewit filter; Roberts filter; Sobel filter; Log filter and 

Canny filter, respectively. 

 

 
 

  

   
Fig. 1. a) Image; b) Prewit filter; c) Roberts filter; d) Sobel filter; e) Log filter; f) Canny filter 

The operators Prewit, Roberts and Sobel are not precise enough, detected edges are very short and 

discontinuous which can lead to inaccurate, incomplete and even incorrectly determined edges. Edges 

of damaged areas are fairly detected by the LOG operator. However, using this operator, a lot of 
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useless information was found. Weak edges can cause interference with finding the actual edge of the 

damage. The best result was obtained using Canny algorithm, so the next steps will be performed on 

the last image, Fig. 2. 

 

 
Fig. 2. Proposed algorithm for feature extraction 

 

Proposed algorithm separated the environment from the sample, and isolated the damaged areas 

on the sample, Fig.3. In addition, algorithm effectively recognizes different defected areas, so here, 

for a better display, they are painted in different colors, Fig. 3.c. All damaged areas have been 

successfully detected.  

 

   
Fig. 3. a) Thermal image; b) Canny operator Edge detection; c) Segregation 

3. Conclusions 

These classically used algorithms require a gradient on the gray level image, and are quite sensitive 

to noise. In the case of a lower SN ratio, it can easily happen that the edges will become parts of the 

image with high noise intensity, and it is possible that they will not recognize the actual edges due to 

insufficient signal contrast to noise contrast. This can lead to the loss of important information, or to 

the reading of false edges. 

With proposed method, characteristic information for non-destructive testing can be obtained: 

• Feature extraction: sample/object (region of interest), environment (background) and damaged 

surfaces (object of interest) on a thermal image. 

• Automation of non-destructive testing, diminution of operator subjectivity and faster non-

destructive testing process. 

• Autonomous identification of damaged areas on the inspected object. 
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1. Introduction 

 As load-bearing composite structures generally contain slender beam structural elements of thin-

walled cross-section, the response of such optimized structures to the effect of external loading is 

much more complex and their increased tendency to lose the stability of the deformation form and 

the appearance of buckling is particularly pronounced [1,2]. In the structure design, special attention 

should be paid to exact determination of the limit state of stability of deformation forms. Analytical 

solutions are only available for simpler cases [1,2], and therefore the development and application of 

numerical solutions is imposed as a necessity [3-5]. 

 The purpose of this work is large displacement nonlinear analysis of thin-walled beam type 

structures considering shear deformation effects and material inhomogeneity in the form of a 

composite cross-section. The analysis will be completely based on the numerical model developed 

by the authors, where the results will be compared to the results obtained by the other relevant sources. 

2. Methods 

 To include the shear deformation effects in the formulation, Timoshenko’s theory for non-uniform 

bending and modified Vlasov’s theory for non-uniform or warping torsion are applied. Furthermore, 

in this work, an improved shear-deformable beam formulation is presented by taking into account the 

bending-bending and bending-warping torsion coupling shear deformation effects [3-5] occurring for 

the asymmetric cross-section where the principal bending and principal shear axes do not coincide 

[6]. The beam member is assumed to be prismatic and straight while external loads are supposed as 

conservative and static. The element geometric stiffness is derived using the updated Lagrangian (UL) 

incremental formulation [7] and the non-linear displacement field of a cross-section, which includes 

the second-order displacement terms due to large rotation effects. In such a way, the incremental 

geometric potential of the semitangential moment is obtained for the internal bending and torsion 

moments respectively, thereby ensuring the moment equilibrium conditions to be preserved at the 

frame joint to which beam members of different space orientations are connected [8]. After adopting 

a cubic interpolation for the deflections and twist rotation, and an interdependent quadratic 

interpolation for the slopes and warping parameter that includes shear-deformable effects, a locking-

free beam element is obtained. Such an element is also known as a super convergent element, and the 

reduced integration technique is not needed to avoid the shear-locking effect [9]. 

 To account for material inhomogeneity in the form of the composite cross-section, separate 

numerical model is used for the calculation of cross-sectional properties. Cross-sectional properties 

are weighted by the reference modulus and whole procedure can be seen as replacement of the 

inhomogeneous cross-section with equivalent homogenous cross-section [6]. Since the model does 

not include the coupling between normal and shear, it is only applicable for the analysis of cross-ply 

laminates, functionally graded materials and similar materials in which there is not coupling between 

normal and shear. 

3. Results 

 A computer program called THINWALL v.17 was developed on the basis of the procedures 

mentioned in the previous section. To analyse the influence of the shear effect on the stability 
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behaviour of the analysed structural members, two model comparisons are performed. First one 

neglects the shear deformability (denoted as “SR”), and second one includes shear deformation effects 

on the basis of the procedure mentioned in this paper (denoted as “SD”). The analysed material is 

graphite-epoxy (AS4/3501) whose properties are E1 = 144 GPa, E2 = 9.65 GPa, G12 = 4.14 GPa, v12 

= 0.3. Figure 1 shows load-deflection curves for the mid-span of the presented simply supported 

beam. The obtained results match with the analytical solutions found in Ref [2]. 

 

 
Figure 1. Simply supported I-profile column, L = 500 cm: [0°/0°]S (left), [0°/90°]S (right), buckling load 

vs mid-span displacement in the direction of X axis 

4. Conclusions 

 A refined shear-deformable beam formulation for geometrically nonlinear stability analysis of 

composite semi-rigid frames has been introduced. The shear deformation effects have been taken into 

account due to the non-uniform bending and torsion of thin-walled beams with the asymmetric cross-

section. Benchmark example has been presented to verify the model. The importance of introducing 

the shear deformations into the formulation is apparent from the significant reduction of the stability 

strength. Different material configurations have been analysed and their influence on the critical load 

has been presented and verified by selected example. 
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1. Introduction and motivation 

 Ductile fracture occurs after the significant development of permanent plastic deformation, due to 

the imperfections in the material structure. One of the materials characterized by ductile fracture is 

aluminum. In addition to relatively low density, aluminum alloys have sufficient strength and ductility 

to ensure energy absorption on impact. Today, numerical simulations are increasingly used to 

evaluate structural integrity and predict possible design failures. Therefore, it is necessary to calibrate 

and validate the actual material behavior to correctly perform numerical simulations. Hence, 6005-

T6 aluminum alloy plastic and fracture response are investigated in detail.  

2. Material and plasticity model 

 In order to correctly predict the plastic behavior and damage of components and structures made 

of the 6005-T6 aluminum alloy, it is necessary to develop a material model which can represent the 

real physical behavior. Plastic behavior and material hardening are described by the flow (hardening) 

laws, analytical expressions used to fit the plastic region of an experimental true stress-strain curve. 

According to Papasidero et al. [1] combined Swift-Voce hardening law is the most suitable for 

numerical modeling of aluminum alloys. This isotropic hardening law in combination with von Mises 

yield surface is used in this paper. 

Swift-Voce hardening law is linear combination of Swift (power) and Voce (exponential) law: 

 ( )1p s v       =  + −   . (1) 

The Swift and Voce parameters are usually gained from approximation of experimental true stress-

plastic strain curve up to point of necking onset. Afterwards, the weighting factor   is determined 

through inverse iterative analysis using finite element simulations and experimental results. The 

identification of   is posed as a minimization problem, as the difference between experimental and 

simulated force-displacement curve needs to be minimized. 

3. Experimental procedure 

 Experimental measurements are conducted on 2 and 3 mm thick specimens of 6005-T6 aluminum 

alloy using a tensile machine and GOM Aramis. All specimens are cut in the extrusion direction, 

which greatly affects material properties. These flat sheet metal specimens are made in several 

geometries to cover as many stress states as possible [2]. Four tensile specimens cover triaxiality area 

from 0.33 to 0.56 and three different shear specimens are selected to describe zero triaxiality area [3]. 
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Due to similar results, only one shear specimen is selected for plasticity and fracture calibration. 

Specimen geometries are shown in Figure 1. 

 

 
Figure 10. Tensile and shear specimen geometries 

4. Swift-Voce calibration 

 Due to predetermined location of the necking and fracture, the NT20 specimen and its 

experimental results are chosen to identify parameters. The finite element software Abaqus/Explicit 

is used to perform the numerical simulations. The final simulation material input is obtained using an 

inverse iterative analysis. The comparison of experimental and simulated force-displacement curves 

shows that proposed Swift-Voce model accurately predicts plastic behavior for both thicknesses. The 

UT, CH and NT20 results are matched with accuracy of 3%. However, the NT6 and shear specimen 

exhibit greater deviation due to the different mechanical properties in non-extrusion directions. The 

simulated force level is 10% higher than the experimental for NT6, while the force response of shear 

specimen is underestimated for 25%. Moreover, the major principal strain comparison shows that 

simulated strain response is within 1.5% accuracy for every specimen.  

 

5. Ductile damage model validation 

 The Abaqus ductile damage model is used for simulation and prediction of ductile damage and 

fracture in this paper. Using a previously gained plasticity model, ductile fracture limit curves are 

obtained. These curves show the plastic strain-triaxiality dependence. The proposed Abaqus ductile 

damage model describes damage as function of equivalent plastic strain 
pl

D  and stress triaxiality η. 

Plastic strain at the onset of fracture is determined from experimental results. The force-displacement 

responses with implemented damage model show great compatibility with experimental results. The 

prediction of damage initiation of UT and CH specimen is within 1% accuracy. Due to significant 

deviation of force response in plastic area, damage initiation of NT6 and shear specimen is not 

adequately described.   

 

6. Conclusion 

 The proposed Swift-Voce hardening model satisfactorily describes elastoplastic behavior of 6005-

T6 aluminum alloy, especially for uniaxial stress state (triaxiality 0.33). However, it is necessary to 

make further improvements to the material model to accurately describe damage initiation for lower 

and higher stress triaxialities. The use of Hill or Barlat (2000.) orthotropic yield functions in 

combination with Swift-Voce hardening law is proposed for future work and better hardening 

prediction. 
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1. Introduction 

 Walking mechanisms are linkages that imitate the walking motion of a human or animal leg, and 

are considered when wheeled drives are not applicable, mostly on uneven or stepped surfaces. 

Depending on the number of linkages and joints, as well as the desired leg trajectory, several types of 

mechanisms were developed. For each type, the leg trajectory is affected by linkage lengths; therefore, 

default lengths are provided to ensure stable walking motion. In this paper, Chebyshev’s Lambda 

mechanism was optimized to increase the step length, which was selected as the sole objective 

function. Linkage lengths were varied, while Grashof’s law was used to ensure the functionality of 

each proposed solution. The sum of linkage lengths was kept constant to allow for a meaningful 

comparison between the proposed solutions. The optimization process was devised next based on the 

procedure proposed in [1]; the genetic algorithm (GA) was used to generate, vary, and update 

populations. To obtain the objective function values, Simscape Multibody (a MATLAB Simulink 

subroutine) analysis was embedded within the GA to numerically determine the positions of 

significant points within the mechanism for a full cycle. As a result, a feasible mechanism with the 

largest stride length was obtained. 

2. Method 

 The default-length Chebyshev mechanism was used as a baseline for comparison; its linkage 

lengths are {L0, L1, L2, L3, L4, L5} = {200, 100, 250, 250, 250, 1000} mm (see Figure 1). The initial 

generation of possible solutions is generated by randomizing the L0, L1, L2, and L4 in a range of ±10% 

of their respective default values. Further, L3 was determined based on Grashof’s criteria (see Figure 

1, left). Finally, L5 is chosen to ensure the total linkage length Lsum of 2050 mm. Both anchors (L1 and 

L2 anchors) were assumed to always be at the same height.  

 

  
Figure 1. Chebyshev mechanism (left) and the optimization process outline (right) 
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 The optimization process was developed by joining the GA and the Simscape Multibody analysis; 

see Figure 1, right. The objective function was calculated through Simscape within which the 

mechanism was assembled for each unit within the population, and the leg tip trajectories and 

accelerations were calculated for all the points of the cycle. The calculation step was 0.12°, resulting 

in a total of 3024 points for each unit. The optimized mechanism was obtained using the step length 

(see Δx in Figure 1) as the objective function. Further, GA was set up as follows: population size was 

100, and units were evaluated through 50 generations. Furthermore, the crossover distribution index 

was set to 20, while the mutation distribution index was 100, selected according to [2]. 

3. Results and discussion 

 Aiming to confirm that the proposed optimization process can be used to both accurately and 

quickly obtain the mechanism parameters, results were obtained for 5000 potential mechanisms. The 

largest stride length of 603.7 mm was obtained for a mechanism {L0, L1, L2, L3, L4, L5} = {186.8, 106, 

245.4, 250.5, 268.8, 992,5} mm, which compared to 470 mm for its default counterpart, is an increase 

of 28%. The calculation time was approx. 2.1 s per unit using the i5-8500 CPU (3 GHz). 

  It should be noted that the acceleration and stride height should be addressed even though it was 

not the focus of this study. As shown in Figure 2, acceleration increased along both axes, as well as 

the variation in stride height. Such behavior could be problematic due to its connection with inertial 

forces, thus warranting the incorporation of additional objective functions (or boundaries). 

 

   
Figure 2. Comparison of the default and stride-optimized mechanism; locus (left), acceleration along 

the x-axis (middle), and acceleration along the y-axis (right) 

4. Conclusions 

 The Chebyshev’s Lambda mechanism stride length was optimized via a process combining the 

genetic algorithm and the Simscape Multibody (MATLAB Simulink). The optimization aimed to 

determine the maximum mechanism stride length for the constant sum of linkage lengths. It should 

be noted that linkage lengths were only varied within 10% of the default value, with the exception of 

L3. Through optimization, stride length was increased by 28% compared to the default mechanism, 

albeit at the expense of increased acceleration in both the x and y-axis. 

 Based on the results, it was concluded that combining the genetic algorithm and numerical tool 

(Simscape, MATLAB) is advantageous for the design of the walking mechanisms. The latter, 

Simscape, permits for quick and retailed evaluation of mechanisms without the need for complex 

analytical tools. Hence, in the future, authors aim to focus on the multi-objective optimization of other 

types of walking mechanisms while also including additional objectives. Examples of additional 

objectives include reducing the acceleration and stride height, as well as shaping the leg trajectory for 

a specific purpose. 
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1. Introduction 

 Progressing sliding wear between contact surfaces can be estimated by the Archard’s model [1]. 

This linear model predicts the volume of the removed material due to the wear process. Since the 

model neglects the changes in the geometry of the contacting surfaces during multiple wear cycles, a 

multistep numerical procedure can be used to determine the wear parameters better. 

 In this work, the implementation of the multistep numerical procedure to determine the wear 

parameters integrated into the PrePoMax [2] open-source graphical pre- and post-processor is 

presented. PrePoMax is being developed by the Faculty of Mechanical Engineering Maribor and uses 

the open-source code Calculix [3] as a finite element solver. Because CalculiX does not include the 

wear analysis feature, this capability was implemented into PrePoMax.  

2. Methods 

 Archard’s wear model was developed based on the results of the wear experiments between metals 

in dry conditions. Usually, the model is described as: 

 

𝑉 = 𝑘 ∙
𝐹

𝐻
∙ 𝑠 (1) 

where V is the wear volume, k is the dimensionless wear coefficient, F is the normal contact load, H 

is the material hardness of the worn surface, and s is the sliding distance. To use this equation in a 

multistep numerical procedure where the change of the wear depth must be computed for each wear 

cycle [4], the equation (1) was rewritten to the following form: 

 

ℎ𝑖 = ∫
𝑘

𝐻
∙ 𝑝𝑖 ∙ 𝑑𝑠 (2) 

where ℎ𝑖 represents the wear depth accumulated in the i-th wear cycle and 𝑝𝑖 stands for the normal 

contact pressure. The wear depth after multiple wear cycles is then computed by summation of all 

single cycle wear depths. 

 The implementation of the sliding wear analysis into the PrePoMax is general in terms of model 

geometry, boundary conditions and loads and is based on the following assumptions. The continuous 

wear process between parts can be discretised into several repeating wear cycles, the wear occurs 

only on a softer surface in the contact pair, the geometry of the contacting surfaces does not change 

during a single wear cycle, and the dimensionless wear coefficient remains constant during the entire 

wear process. 

 Based on these assumptions, a finite element model of a single wear step is first prepared. The 

model must accurately capture the evolution of the contact conditions through time; thus, a non-linear 

time-dependent analysis is required. The wear computation starts after the completion of the analysis. 

All computations of the wear parameters are done in the finite element nodes of the slave surface, 

which are in contact during the wear cycle. Nodal pressure and slip values are computed from the 

contact pressure slip fields. The nodal wear depths are then calculated using equation (2) and material 

properties at contact nodes. The processing of a single wear cycle completes with the computation of 

the contact surface geometry change due to wear, defined by nodal wear displacements. Single-cycle 

wear displacements are calculated by multiplying the scalar nodal wear depth value by the nodal 
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surface normal. Wear displacements of a single cycle are then added to the wear displacements of the 

previous wear cycles. 

 The combined wear displacements are then considered during model preparation for the next wear 

cycle. The initial finite element mesh of the model is updated by the combined nodal wear 

displacements considering the model boundary conditions. If a zero boundary condition is prescribed 

on a nodal degree of freedom where the wear displacement component is computed, the wear 

displacement component is set to zero. The analysis of the symmetric wear models is possible in this 

way. The procedure repeats until the final number of wear cycles is reached. 

3. Results 

 The implemented procedure was tested on a simple example of oscillating pin contact on a plate, 

Figure 1. The pin is pressed in contact with the plate with a force of 200 N and oscillates along the 

plate surface with a frequency of 1 Hz and an amplitude of 10 mm for 10 s. Both parts are made from 

steel S235 with Young’s modulus of 210,000 MPa and Poisson’s ratio of 0.3. Material hardness is 

100 MPa while the wear coefficient equals 0.001. The contact friction coefficient equals 0.3. 

 A symmetric model with 2500 linear tetrahedron elements was used for the test. A single wear 

cycle analysis was divided into 80 time increments to get a smooth transition of contact fields from 

node to node. The resulting wear depth after 5 and 10 wear cycles is shown in Figure 1. The wear 

distribution along the pin movement is the smallest at the start and end of the pin path and the largest 

at the middle. In the transversal direction, the wear depth is the largest in the middle of the plate, 

where the contact pressure is the largest. A smooth wear depth distribution was achieved even with 

coarse model discretisation. 

 

 

 
Figure 1. Initial model dimensions (left) and wear displacements after 0, 5 and 10 cycles (right) 

3. Conclusions 

 Using Archard’s model, sliding wear was implemented into the PrePoMax open-source graphical 

pre- and post-processor as a multistep computational procedure. The implementation was successfully 

tested on a simple example, returning expected results of wear depth distribution.  
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1. Introduction 

 Soil-structure interaction is still an open question in the field of seismic design of buildings [1, 2]. 

Therefore, experimentally tested models are valuable, especially when they are conducted in large 

scale. Large scale models allow researchers to install larger number of measuring instruments while 

not influencing overall behaviour of the soil-structure system. In the presented research nonlinear 

static experimental testing of a steel frame model was conducted for two foundation cases. Firstly, 

the structure was fixed into the base. Secondly, the model was placed on a shallow strip foundation 

on dry sand. The description of the experiment with main results is given in following chapters.  

2. Experimental setup  

 The steel frame model comprised of three steel columns 20 x 30 mm, a top beam and a foundations 

strip. The columns were made weaker, 5 x 30 mm, in the zones of larger stress accumulation to 

achieve the desired formation of plastic hinges during monotonically increasing horizontal loading. 

Steel grade used for models was S275. The top beam, weighing 382 kg, was selected in such a way 

that its behaviour was rigid in comparison with other structural elements. The columns were 

connected to the top beam with steel rods and were changed after each test. The foundation strip was 

131 cm long and 13 cm wide. The foundation mass was measured at approximately 110 kg. The 

structural model was loaded with monotonically increasing horizontal load induced by hydraulic press 

at the top beam. The monotonic loading was increased until the model’s bearing capacity was lost. 

For the first analysed case, the columns were fixed into the reaction slab in order to determine the 

structure’s shear capacity. In the next step, the foundation strip was added below the columns and the 

model was tested as founded on dry local sand deposits from the Drava river. For both cases the 

natural period of vibration was determined as well as the capacity curves. The model on the soil was 

tested using dry sand only. The sand was uniformly compacted to the density level of 1550 kg/m3 

resulting with shear wave velocity of 135 m/s.  

3. Experimentally and numerically obtained results 

    The behaviour of the model was recorded using LVDT instruments for displacements and 

accelerometers for the determination of vibration periods and shear wave velocity in the soil. Further, 

pressure sensors were placed below the foundation strip to measure pressure changes during tests. 

Lastly, a force sensor was installed at hydraulic press level to measure force applied at the model. 

The first period of vibration for the fixed base case was measured around 0,28 s. 

Soil was modelled using nonlinear links including soil stiffness determined according to [3], force-

displacement curve proposed by [4] and Takeda hysteresis [5] model which corresponded to the shape 

of sand hysteresis. Numerical models were made using SAP2000 [6] numerical modelling software. 

The vertical distribution of horizontal load corresponds to the first vibration mode of the model. 
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Modal distribution for fixed base model applies horizontal force of 100 N at beam, while for the soil-

structure system it applies force of 160 N at beam level and 0,5 N at foundation strip level. 

 

  

(a) (b) 

Figure 1. Comparison of numerical experimental results for: a) fixed base and b) soil-structure system 

 

4. Conclusion 

 Soil-structure systems are observed and numerically modelled. Numerical models give results well 

matching the experimental models. Soil-structure systems show higher flexibility compared to fixed 

base model which could possibly lead to lower seismic load. 
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1. Introduction 
Wrinkling of thin elastic films on compliant viscoelastic substrates under compressive loads is a 

great toy model for studying interaction between the effects of the kinematic nonlinearity and 
viscoelastic material properties, because it is simple enough for analytical treatment and at the same 
time still maintains the effects of the viscoelasticity-nonlinear kinematics interaction. This kind of 
interaction occurs when the structure transitions from the initial, short time-limit to the final, long 
time-limit. The transition is essentially governed by the viscoelastic properties of the material. In the 
regime of the infinitesimal deformations the transition is trivial and therefore unsubstantial, but in the 
presence of nonlinear kinematic effects the transition becomes highly complex and more strongly 
dependent on initial conditions, perturbations and boundary conditions.While the purely elastic theory 
offers discrete wrinkling deformation patterns as the solutions, the viscoelastic theory provides a 
framework to describe also the transition from the deformation patterns, e.g. from a pattern with a 
large number of wrinkles to the pattern with a small number of wrinkles. The complexity of this 
transition is a direct consequence of kinematic nonlinearities, because any rearrangement of wrinkles 
during the transition causes an energy dissipation while it does not affect the final elastic limit state. 
However, it can have an influence when the system arrives to the long time-limit state. If the initial 
energy dissipation during rearrangement of wrinkles is too large the system can become “frozen” in 
a non-equilibrium deformation state, which can be distinctly different from the purely elastic one. 
The system can remain there permanently if the system loses more energy than needed to overcome 
an energy barrier. Alternatively, the system can also transition so slowly that the environmental 
parameters change during the process and it can therefore remain in the out-of-equilibrium state 
permanently. Note that in general, these deformation states are unreachable for the elasticity alone 
[1]. In fact, this deformation patterns are very common in nature, e.g. in microbiology [2-4] and 
morphogenesis [5].  

2. Wrinkling pattern evolution analysis 
We analyze the elastic film and the viscoelastic compliant substrate decomposed, as displayed in 

Fig. 1. The elastic film is modelled with the use of Főppl-von Karman (weakly) nonlinear plate 
kinematic assumptions. On the other hand, the viscoelastic substrate is modelled as a continuum with 
infinitesimal deformation theory. Both elements are connected through the continuity of deformations 
and stresses in the structure. 

 
Figure 1. Elastic film and the viscoelastic substrate as separate structural elements. 

  
To solve the obtained system of differential equations we approximate the wrinkles as a harmonic 
function of the form 𝑤(𝑥, 𝑡) = 𝐴(𝑡) cos 𝑘 𝑥. 

The system load in the form of confined growth, external forces etc. can be applied differently in 
the given time frame. We first analyse a step load. We show that an analytical implicit relation 
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between the wrinkle amplitude 𝐴 and time 𝑡 and the wave number 𝑘 can be obtained on an infinitely 
long structure with the use of total strain energy minimization, 

𝑡 =
𝐶1(log 𝐴 − log 𝐴0) − 12𝐸𝑠,ee

∗ (1 − νf
2)(log 𝐶2 (𝐴) − log 𝐶2 (𝐴0))

𝑟 (𝐸fℎf𝑘(−ℎf
2𝑘2 + 12εg

0) − 24𝐸s,e
∗ (1 − νf

2))
,             𝑘 = 2√

εg
0

3𝐴2 + ℎf
2. 

Here the 𝐶1 and 𝐶2 are some auxiliary functions made of material and geometric parameters, 𝐴0 
is the initial perturbation amplitude, 𝐸 is Young’s modulus, ℎ is film thickness, ν is Poisson’s ratio 
and 𝑟 is a viscous relaxation rate. The indices “f” and “s” label the film and substrate properties, 
respectively. The time at which the wrinkles start to appear depends on the film growth amplitude ε𝑔

0. 
We show that if the growth amplitude is subcritical with respect to the long time-limit the wrinkles 
never appear and alternatively, if it is supercritical with respect to the long time-limit and supercritical 
with respect to the short time-limit then the wrinkles grow shortly after the growth is applied. 
Furthermore, if the growth amplitude is supercritical with respect to the short time-limit then wrinkles 
appear instantly and then continue to grow and transition towards the long time-limit deformation 
state. If the short time elastic equilibrium deformation pattern is qualitatively different from the long-
time time deformation pattern, then the nontrivial transition will occur and the structure may become 
“frozen” in an out-of-equilibrium state.  

In the case where the film growth is a ramp function the ratio between the compliant substrate 
relaxation rate and the active film growth rate is vitally important. In this case we performed 
numerical simulation where the growth magnitudes and elastic parameters of the structure were the 
same, only the ratio between the growth rate and viscoelastic relaxation rate were different. The long-
time deformation patterns of two such structures are shown in Fig. 2. We observed that the two 
simulated structures converged to qualitatively different final deformation pattern. 

 
Figure 2. Left: Final deformation states of structures with the same elastic and different viscoelastic 

properties. Right: Wrinkle amplitude as a function of time for structures with the same elastic and 

different viscoelastic properties.  

3. Conclusions 
In this contribution, we show that viscoelastic properties of the material are crucially important 

for the final development of the pattern even though they seemingly affect only the transition period 
between the elastic short and long-time equilibrium states of the structure. The interaction between 
the viscoelastic material properties with the nonlinear kinematics produces interesting deformation 
patters otherwise unattainable for purely elastic systems. The theory and the principles described are 
also extremely useful in engineering applications because they allow much simpler fabrication of 
smart surfaces and coatings that at some point in fabrication behave viscoelasticity. 
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1. Introduction 

 One part of electrical terminal design process is development of terminal crimp wings and 

appropriate crimping tools for specified wire range. For that purpose, numerical simulations of wire 

crimping process are widely used in automotive industry, with main goal to predict crimp shape [1,2]. 

Although computational power is increasing, time demand of three-dimensional simulations can 

prolong development of new product [3,4]. The current paper presents an attempt to simulate in two 

dimensions a crimping process using non-linear dynamic analysis, with the aid of commercial FE 

software ABAQUS/Explicit. For this crimping process, two types of FE models were created and 

simulated as shown in Figure 1. These different approaches reflect the way of modeling the most 

important parameters of a real crimping process. The results were compared in order to evaluate 

matching of simplified 2D method. 

 

 
Figure 1. a) 3D and b) 2D model of wire crimping process 

 

2. Numerical simulation 

 Within the framework of numerical investigations, two methods were considered: three-

dimensional and two-dimensional. In which 3D method was used as reference for 2D method 

validation.  

 Both methods used same time step of 0.02 seconds with defined coefficient of friction of 0.15 in-

between each part. 3D models were discretized with three-dimensional 8-node solid C3D8 elements 

and 2D models with 4-node bilinear plane stress quadrilateral CPS4R elements. A bilinear 

constitutive structural model was used, in which both materials shared the same elastic modulus value 

of 135 MPa with yield strength of 250 MPa for copper and 500 MPa for copper alloy – terminal. 
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3. Results and discussion 

Evaluation of FEA results consists of visual inspection, clearance measurement and material 

compression calculation for specified crimp height. When visually comparing results of 3D and 2D 

models it can be determined if we have match in prediction of some unwanted phenomena, like wing 

rolling. Results of numerical simulations can be seen in Figure 2 including the graph which represents 

differences in results. 

 
Figure 2. Numerical results of crimping process for 3D and 2D models 

According to the presented graph, it can be seen that 2D model have slightly higher wire 

compression than 3D model for same crimp height. As expected, for terminal compression we would 

have opposite scenario, due to the constant total area defined by crimping tool shape at specific crimp 

height. Result differences are below 5% for compression, but difference in clearance is significantly 

higher up to 35%. By visual comparison of both methods, several differences exist, but are hard to 

qualify with the numbers.  

4. Conclusions 

 There are several limitations of 2D method, one which is inability to calculate the longitudinal 

elongation of wire and terminal during crimping process. Additionally, contact between each wire 

strands individually and terminal or crimping tools must be defined manually. In order to speed up 

the numerical setup, Python script can be used.  

 

 Results obtained shows slight difference in calculated compression ratio, although there is 

significant difference in wings clearance and visual inspection in general. These results prove that 2D 

models can be used for initial terminal and crimping tools development, but for final analysis 3D 

models should be employed. 
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1. Introduction 

 In this paper, the usage of Newmark type of integration methods that employ quasi-Newton 

iterations is studied using a simple cable-weight dynamic system. Newmark’s family of methods is 

commonly used in problems of structural mechanics, but it can be successfully used also in problems 

of multibody system dynamics which are formulated as index 3 differential-algebraic equations [1]. 

The most commonly used methods are the Newmark method, Hilber-Hughes-Taylor (HHT) method, 

and generalized-α method [2]. The predicted solution in a discrete time step needs to be iteratively 

refined to find the solution satisfying equations of motion and constraint equations. This operation 

most often relies on the Jacobi matrix of the system equations which leads to the Newton method. 

The time effectiveness of the iterative procedure can be enhanced using the suitable quasi-Newton 

method which is studied in this paper.  

 This work is motivated by the research of the possible use of tensegrity structures in robotics. The 

main goal is to study efficient numerical algorithms for dynamic simulations of such structures 

together with their experimental verification. 

   
Figure 1. Scheme and experimental setup of the tested system 

2. Description of the testing model 

 The scheme and the experimental setup of the testing system are shown in Figure 1. The system 

consists of a carbon cable with a silicone coating and a steel weight. The weight is placed on an 

inclined plane with an angle of π/4 rad and attached to the cable, which is attached to the base frame 

on the other end. The cable is 0.599 m long and is modelled using the absolute nodal coordinate 

formulation (ANCF) of a thin beam [3] which is suitable for flexible bodies performing large 

deformations. The cable Young’s modulus is 6.23 GPa and the density is 272 kg/m3. The weight of 
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prism steel weight is 3.096 kg. The friction force between the weight and inclined plane was included 

based on the Coulomb friction model. The experiment starts with the lifted weight along the inclined 

line by u0 = 0.01 m. 

3. Results and discussion 

 In this research, the results of numerical simulations that employ various Newmark type 

integration methods with different quasi-Newton iteration methods are compared with the 

experimental results. As can be seen in the left part of Figure 2, a good agreement between the weight 

position time history obtained from the experiment and simulation was achieved. Then, the 

effectiveness of the numerical methods was investigated. As an example, the comparison of the 

effectiveness of the Newmark’s method combined with various quasi-Newton methods (i.e. Davidon, 

Broyden, DPF and BFGS [4]) is shown in the right part of Figure 2. Since the most time-consuming 

operation of the simulation is the evaluation of elastic forces of the ANCF elements, the number of 

elastic forces evaluations during the simulation serves as the time efficiency indicator. As can be seen, 

the Davidon update formula is the most efficient one for all tested numerical damping parameters. 

All tested quasi-Newtons’ formulas are faster than no Jacobian matrix update approach (NoUpdt) 

which is common in multibody simulations. 

  
Figure 2. Time history of weight position from experiment and simulation (left) and a number of ANCF 

elastic forces evaluations for the Newmark method with various quasi-Newton methods (right) 

4. Conclusions 

 Various Newmark type integration methods with different quasi-Newton method formulas were 

tested on a system composed of the cable and weight on the inclined plane with friction. The cable 

was modelled by the modern ANCF approach, so its inertia was included in the model and its 

transverse vibrations can be studied. The results from the model were experimentally verified. The 

model then serves as a benchmark problem for various integration methods. The goal is to find 

efficient numerical approaches for simulations of systems containing cables and friction, such as 

robotic tensegrity structures.  

 This research work was supported by the Czech Science Foundation project 20-21893S.  
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1. Introduction 

 Discrete lattice model [1] has been successfully used for description and representation of fracture 

processes that include crack formation and propagation. However, this model is limited in its ability 

to represent elastic continuum properties. In this work we present the procedure for choosing 

appropriate parameters that lead to correct elastic continuum response of model. 

2. Methodology 

 Discrete fracture model is based on discretization of the domain by using Voronoi cells and 

Timoshenko beams as cohesive links between them. Crack formation is result of separation of two 

adjacent Voronoi cells. In order to represent that phenomenon, embedded strong discontinuity is 

introduced in the generalized displacement field of each 2D Timoshenko beam [2,3].  

 

 

 

 

 
Mesh 1 – 22616 el 

 

 
Mesh 2 – 33388 el 

 

 
Mesh 3 – 50720 el 

Figure 1. Thick cylinder test 

 

In Figure 1, final crack patterns of thick cylinder subjected to an impulsive internal pressure for three 

different meshes are presented. We can see, that all three meshes are fragmented into four parts and 

only difference is that fragamentated parts are rotated with respect to each other. This model provides 

capturing complex fracture mechanism where both failure modes (mode I and mode II) are simulated.  

 As previously mentioned discrete lattice models have limitations in their ability to represent elastic 

continuum properties of material [4,5]. In order to obtain appropriate global representation of 

continuum properties Young’s modulus and Poisson’s ratio with the lattice model, local lattice 

element (beam) axial and shear stiffness and their ratio Gb/Eb need to be adjusted [5,6]. For the 

purpose of obtaining correct global continuum properties with lattice model, uniaxial compression 

test was performed (Figure 2 a)) in the linear elastic regime. Figure 2 b) shows relationship between 

Poisson’s ratio and the ratio of the beam stiffness Gb/Eb. Gb represents the beam shear modulus and 

Eb is elastic modulus which defines axial stiffness of the Timoshenko beam lattice element. Both 

modulus Eb and Gb can be considered as model parameters. For different Poisson’s ratio we got 

different ratio of the beam stiffness Gb/Eb and from certain stiffness ratio Gb/Eb we obtain proper ratio 

Eb /E, where E is modulus of elasticity of material (Figure 2 b)). As we can see by properly choosing 
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Eb and Gb as well as their ratio, lattice model can represent correct global continuum properties of 

material. 

 

 
a) 

 
b) 

Figure 2. Uniaxial compression test - a) Specimen with measuring points, b) Relationship between the 

beam local stiffness ratio and computed Poisson’s ratio, elastic modulus ratio. 

3. Conclusions 

      Discrete lattice models are effective models especially for description and representation of 

fracture processes with crack formation, development and propagation, however they have some 

disadvantages like the proper presentation of global continuum properties. In this work we show how 

to determine appropriate model parameters (Eb and Gb) for lattice model, which will ensure correct 

global continuum properties of material.  
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1. Introduction 

Rocking is an important mode of motion in complex dynamic response of multiple real-

life structures, such as dry-stone walls and structures, historical monuments, graphite blocks 

inside AGR nuclear power plants, and masonry structural components, subject to seismic 

base excitation. In simple rocking models based on Housner’s [1] approach energy 

dissipation is usually accounted for by introducing a restitution coefficient [2]–[4] which 

causes an instant drop in the angular velocity of the block at each contact (collision of the 

block with the base).  

Here we aim to analyse the energy dissipation during rocking by relating system 

parameters describing contacts used in the discrete-element method (such as stiffness and 

damping at each contact point in the penalty approach) to the experimentally observed 

behaviour at impacts during rocking. This work focuses on experimental tests of aluminium 

block specimens rocking freely or when subject to base excitation monitored by high-speed 

cameras, followed by writing numerical procedures with embedded various contact models 

to be compared against the experimentally obtained results for rocking. 

2. Experimental setup 

 In order to precisely quantify the energy loss at each impact of the block with the base (the 

so-called vertical impact) during rocking and relate it to the pre-impact velocity and 

parameters such as size and slenderness of the block, a series of experiments is designed and 

carried out. Aluminium block specimens of three different sizes with slenderness ratios 

between 2.25 and 6.75 which are standing freely on an aluminium base are examined (Figure 

1, left). Experiments are aimed at measuring block’s rotation histories using high-speed 

contactless optical measuring system during free and forced rocking. Block’s points’ 

velocities are easily obtained by time differentiation of the measured displacements, which 

enables calculation of coefficient of restitution quantifying the energy loss at each impact 

and each contact point.   

 Another experimental program including two adjacent blocks rocking will be designed 

and conducted, with the aim to describe and quantify the energy loss during contacts between 

them (the so-called horizontal impact).  

 

mailto:nina.ceh@uniri.hr
mailto:maria.lissner@eng.ox.ac.uk
mailto:nik.petrinic@eng.ox.ac.uk


10th International Congress of Croatian Society of Mechanics 

September, 28-30, 2022, Pula, Croatia 

 

 

108 

 

   
Figure 1. Aluminium specimens of rectangular blocks used in the experiments with surface pre-

treated for optical measuring procedure (left), numerical model for simulating contacts between the 

block and the base (right) 

3. Numerical model 

Rectangular block and the base beneath it are modelled as rigid bodies, while damped 

spring and damped Hertzian contact models are used to simulate the normal and tangential 

contact between (one or both of) block’s bottom corners and the base (Figure 1, right). Time 

integration of differential equations of motion is performed via Newmark’s integration 

method. The stiffness and damping parameters in these two contact models are investigated 

and compared against the experimental data.  

The numerical model will be extended to a system of two adjacent rocking blocks in order 

to properly model the horizontal contact between them. 

4. Conclusions 

Restitution coefficients that describe the drop in angular velocity of the block as well as 

restitution coefficients that describe the energy loss related to a drop in normal and tangential 

relative velocities at each specific contact point during rocking are obtained experimentally 

for the described block specimens in case of vertical contacts. The same parameters will be 

obtained for the system of two adjacent block that experience also horizontal contacts. 

Furthermore, an attempt will be made in relating the parameters used to numerically model 

vertical and horizontal contacts with the blocks’ size and slenderness by fitting the 

numerically obtained rotations to the experimentally measured ones.  

Acknowledgements 

This research is financially supported by University of Rijeka via project 20-41 2645 “Horizontal 

collisions between adjacent structures due to dynamic base excitation”, while the experiments were 

partially conducted at Impact Engineering Laboratory at the University of Oxford within the project 

“Collisions in rocking multi-body systems – experimental and numerical investigation” funded by 

Unity Through Knowledge fund. 

References 

[1] Housner, G. W., The behavior of inverted pendulum structures during earthquakes. Bull. Seismol. Soc. 

Am., vol. 53, no. 2, pp. 403–417, 1963. 

[2] Chatzis, M. N., Garcia Espinosa, M., Smyth, A. W., Examining the Energy Loss in the Inverted 

Pendulum Model for Rocking Bodies. J. Eng. Mech., vol. 143, no. 5, 2017. 

[3] Kalliontzis, D., Sritharan, S., Schultz, A., Improved Coefficient of Restitution Estimation for Free 

Rocking Members. J. Struct. Eng., vol. 142, no. 12, 2016. 

[4] Čeh, N., Jelenić, G., Bićanić, N., Analysis of restitution in rocking of single rigid blocks. Acta Mech., 

vol. 229, no. 11, pp. 4623–4642, Nov. 2018, doi: 10.1007/s00707-018-2246-8. 

  



10th International Congress of Croatian Society of Mechanics 

September, 28-30, 2022, Pula, Croatia 

 

 

109 

 

 

Anisotropic plasticity models with shear constraint   

Vedrana Cvitanić*, Ivan Čorić*, Maja Džoja* 

*Faculty of Electrical Engineering, Mechanical Engineering and Naval Architecture, 

 University of Split, Ruđera Boškovića 32, 21000 Split, Croatia  

E-mails: {vcvit, ivan.coric.00, majkovac}@fesb.hr 

Keywords: anisotropic material, constitutive modelling, model calibration, shear constraint, non-

associated flow rule  

1. Introduction 

 Sheet metals exhibit initial plastic anisotropy mainly due to the crystallographic texture caused by 

production rolling steps. Computer simulation codes that are utilized for design and analysis of sheet 

metal forming processes require accurate and numerically efficient anisotropic elasto-plastic 

constitutive models. In this study, phenomenological anisotropic plasticity models based on 

associated or non-associated flow rule approach and isotropic hardening concept are considered. The 

considered formulations utilize simple four parametric orthotropic stress functions, quadratic Hill48 

1 or non-quadratic Karafillis-Boyce 2, as yield function/plastic potential. The study concerns the 

calibration procedures for these constitutive models. By conventional approach, anisotropy 

parameters of Hill48/Karafillis-Boyce yield function/plastic potential are calculated analytically or 

iteratively from yield stresses/Lankford coefficients obtained in uniaxial tensile tests of sheet 

specimens with alignment of 0, 45 and 90 to the rolling direction. Also, the equal-biaxial tensile 

yield stress is utilized in the calibration procedure for the considered yield functions. By this approach, 

all together seven experimental data are utilized in the model calibration and only one experimental 

data corresponds to the biaxial stress state. Furthermore, equal-biaxial tensile yield stress corresponds 

to the stress region with normal stresses having equal sign. Therefore, in the model calibration, no 

restrictions related to biaxial stress states with normal stresses having opposite sign are applied.       

 The shear loading satisfies plane stress conditions and requires zero hydrostatic stress. The 

individual normal stress components may be non-zero, but their sum must be zero. Several 

experimental studies, for different materials with different degrees of anisotropy, confirm theoretical 

observations that in the shear loading, principal strains are also equal and opposite 3. For the shear 

loading states, conventional calibration procedures for the considered anisotropic plastic potential 

functions result in principal strains that have opposite but unequal values and consequently thought-

thickness strains are generated.    

2. Orthotropic elasto-plastic constitutive models with shear constraint 

 In this study, anisotropic plasticity models based on associated or non-associated flow rule and 

Hill48 or Karafillis-Boyce stress function with numerically determined parameters are considered. 

Parameters of the yield function/plastic potential are calculated by optimization procedure using 

genetic algorithm based on the experimental yield stresses/Lankford coefficients obtained in uniaxial 

tensile tests of seven sheet specimens with different alignment to the rolling direction and the yield 

stress/plastic strain ratio related to the equal-biaxial tensile stress state. By the adopted approach, all 

together 16 experimental data are utilized in the model calibration. Furthermore, in the calibration 

procedure for the plastic potential, the constraint is applied to enforce equal and opposite principal 

strains for the shear loading state, with zero shear stress, that satisfies yield condition. By this 

constraint, shape of the plastic potential in the shear region is modified. In the calibration procedure, 

experimental data for aluminium alloy sheet AA2090-T3 with 1.6 mm thickness 4 are utilized.     

 For the obtained yield functions/plastic potentials, contours and predictions of orientational 

dependences of yield stresses/Lankford coefficients are analysed. The implications of the applied 

shear constraint are also considered by calculating the principal strains ratio for all shear loading 

states obeying yield condition. Also, the stress triaxiality (ratio of hydrostatic stress to equivalent 
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stress) with respect to the principal strains ratio is considered for all stress states, with zero shear 

stress, on the yield surface. For illustration, Figure 1. presents contour of Hill48 yield function with 

numerically determined parameters and contours of differently calibrated Hill48 plastic potentials. 

Hill48 plastic potential with analytically determined parameters and Hill48 plastic potentials with 

numerically determined parameters without or with the imposed shear constraint are presented. 

Considerable difference in the presented contours can be observed. Figure 2. presents predicted 

principal strains ratio with respect to normal stress obtained by differently calibrated Hill48 plastic 

potentials. It can be observed that the application of shear constraint results in principal strains ratio 

values close to -1 for all shear loading states. 

 

 

 

 

 

Figure 1. Contours of Hill48 yield function and 

Hill48 plastic potentials corresponding to zero 

shear stress for AA2090-T3 

Figure 2. Predictions of principal strains ratio for 

shear loading states obtained by Hill48 plastic 

potentials for AA2090-T3 

3. Conclusions 

 In the present study, anisotropic plasticity constitutive models based on associated or non-

associated flow rule that utilize Hill48 or Karafillis-Boyce stress function with numerically 

determined parameters are considered. The constraint is imposed on the plastic potential function to 

ensure equal and opposite principal strains for shear loading states. For the selected AA2090-T3 sheet, 

contours of yield function/plastic potential and predictions of orientational dependences of yield 

stresses/Lankford coefficients are analysed. Also, principal strains ratio and stress triaxiality are 

considered for stress states satisfying yield condition. The developed formulations result in improved 

predictions of uniaxial tensile tests data and physically acceptable shear loading states.  
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1. Introduction 

 Urban areas including drainage systems are currently facing the complex effects of climate change, 

and their respond to the increasingly stringent requirements in rainwater management is important 

[1], especially for critical public areas like low permeable surfaces: concretes and asphalts. Permeable 

concrete is one of the environmentally friendly material that can be effectively used to overcome 

these challenges [2]. The main objective of this research is to develop horizontal systems with 

pervious concrete that can eliminate or significantly decrease runoff [3]. The mechanical and 

hydrological properties of the pervious concrete were studied under laboratory conditions to utilize it 

in a large scale physical model built in the Laboratory for Water Resources and Environmental 

Engineering in Split. Numerical model was used to verify the test results of the physical model, and 

the technological concept of future service was generated for a better usage of this material. 

 

2. Methodology and results 

2.1. Laboratory investigation 

 The main variables considered in this present work includes the size of the aggregates and the 

effect of compaction on the properties of pervious concrete. The concrete samples were compacted 

using a drop hammer technique developed in the laboratory, and tamping rod in accordance with 

Eurocode standards. Properties of pervious concrete like compressive strength (cubes), split tensile 

strength (cylinders), abrasion test with modified LA method (cylinders), and permeability (cylinders) 

were determined. Table 1 shows the measurements of hydraulic (permeability) and mechanical 

properties for different pervious concrete mixtures.  

Table 1. Results of pervious concrete properties for designed mixtures 

Mix 

ID 

Voids  

(%) 

Hardened 

density 

(kg/m3) 

Compressive 

strength, fc 

(MPa) 

Tensile 

strength, fct 

(MPa) 

Abrasion test 

(Cantabro test) 

(loss in % of 

initial mass) 

Permeability 

Coefficient, 

K  (mm/s) 

PC1 25.75 1897.63 13.03 1.70 46.7 17.95 

PC2 27.9 1812.69 8.92 1.63 100 22.78 

PC3 20.6 1946.67 17.02 2.05 29.5 12.71 

PC4 22.6 1901.93 12.14 2.03 47.1 16.54 

PC5 18.55 2030.07 21.37 2.35 23.1 9.99 

PC6 19.1 1921.28 14.12 2.85 91.1 11.24 

PC7 27.5 1970.07 14.63 1.40 51.9 23.29 

PC8 26.8 1862.42 9.66 1.98 82.5 26.01 
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Slabs of 1×1x0.2 m were also cast to study the effect of permeability in large scale samples. Those 

specimens were used as in-situ based, pre-tested samples for larger physical models 4x2x1 m.  

2.2. Physical models 

Representing the overall system within a controlled urban environment, physical models were built 

to define the hydrological-hydraulic properties with respect to required mechanical properties. Two 

selected physical models, named “FM1” and “FM2”, are shown in Figure 1. Subgrade (d=40 cm) and 

subbase (d=25 cm) were the compacted overburden and buffer layer, respectively. The pervious 

concrete, PC5 (d=20 cm) was chosen based on the preliminary test results, placed and compacted 

over the subbase. Different approaches were used for drainage system in each model. For FM1 the 

flow was controlled in the bottom of middle layer (Fig.1 a – yellow pipe) and with blue discharge 

pipes in reservoir. FM2 model without reservoir in the system, is shown in Figure 1(b). Water 

drainage and outlet flow was measured through the drainage pipes in every abovementioned layer. 
The behavior of the system was verified and calibrated by the numerical model to prove the 

technological concept of the project. 

 

 
                                                           (a)                                                                  (b) 

Figure 1. (a) FM1 model with precipitation device and scheme (b) Scheme of FM2 model  
 

2.3. Results and conclusions 

In the defined mixtures of pervious concrete, result show that the size of aggregates and the effect of 

compaction greatly affects the properties of the pervious concrete. Results of physical models showed 

that pervious concrete possess large discharge capacity for different rainfall values and level of water 

(related to the groundwater level in reality) in each test set-up. Also, it has been noted that the subbase 

and subgrade layers affect and contribute to the system capacity and the permeability of the observed 

concrete surface. These experimental results are calibrated and verified with numerical model (karst 

flow model by [4]). Finally, the flow model with calibrated unsaturated Van Genunchten and other 

parameters can serve as technological tool for designing of horizontal pervious concrete pavement 

systems. 
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1. Introduction 

 Floating Offshore Wind Turbines (FOWTs) are complex structures composed by slender flexible 

elements, such as tower, blades and mooring lines, and bluff rigid elements, such as nacelle and 

floating platform. Due to the multiple fluid-structure interactions, coupled nonlinear, aero-hydro-

servo-elastic time-domain tools are fundamental to properly estimate the structural response of such 

systems. However, optimization-based preliminary designs are fundamental to achieve cost-effective 

solutions with enhanced structural performances. To this aim, it is crucial to use computationally 

efficient and sufficiently accurate Frequency-Domain (FD) solvers for coupled aero-hydro-elastic 

simulations of FOWT. This contribution summarizes the results of an optimization procedure for a 

10MW FOWT supported by a semisubmersible platform and moored by catenary cables [1]. An in-

house developed FD model is adopted to estimate the response of the FOWT. It is characterized by 6 

DoFs, related to the rigid-body platform motions. ANSYS AQWA [2] is adopted to solve the potential 

flow problems of radiation and diffraction, while FAST v7 [3] is used to estimate rotor blades, tower, 

and mooring lines contributions to the equation of motion of the system. By solving the linear system 

for a unit-wave amplitude load, the Response Amplitude Operators (RAOs) of selected DoFs are 

calculated. The detailed description and the validation of the adopted FD model can be found in 

[1].The optimizations aim at minimizing the RAO peaks at the eigenfrequency of the platform. 

Constraints on the  maximum admissible displacement of the system, cables and anchors loads are 

imposed to drive the procedure towards a feasible solution. Results show that optimized 

configurations can be found with better performances and reduced platform dimensions with respect 

to the configuration obtained by scaling up the platform geometry designed for a 5MW FOWT. 

2. Genetic Algorithm Optimization  

 The optimization procedures are performed adopting the Genetic Algorithm implemented in 

MATLAB [4]. At each step, a group of individuals is generated. Then, based on the fitness value, i.e., 

the objective function, GA repeatedly modifies the population until it evolves towards an optimal 

solution. The investigated floater concept is a 3-column semisubmersible type with a central column 

that is an extension of the wind turbine (see Figure 1a), based on the 5MW OC4 DeepCwind FOWT 

[5]. The geometry is modified to support a reference 10MW WT [6]. Some key geometric parameters 

of the platform (columns diameter, d, platform radius, r, and draft, drf) are chosen as design variables 

(see Figure 1b) together with some mooring system-related parameters (cable length, L, and 

anchoring distance, xanch, (see Figure 1c)). 

 The peaks of the Surge and Pitch FOWT RAOs are considered as objective functions. This means 

that the optimizations are focused on the minimization of the dynamic amplification of the system 

response in the proximity of the platform eigenfrequencies. The turbine is considered in parked 

condition with no wind. This allows to isolate the effects of the substructure (platform and moorings) 

layout on the response of the FOWT. However, constraints related to the maximum displacements of 

the system under rated wind speed condition are considered [1] to ensure the correct functioning of 

the FOWT and to prevent failure of the electric cables connecting the wind farm to land. Also, 

constraints on the geometry of the catenary cable are imposed.  
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(a) (b) (c) 

Figure 1. 5MW OC4 DeepCwind FOWT [5] (a); design variables related to the geometry of the floater 

(column diameter, d, platform radius, r, and draft, drf) [1]; moorings design variables (xanch and L). 

 

4. Results and conclusions 

Results of the optimizations are compared with the values scored by an upscaled system (see Figure 

2), proving that these the optimized solutions achieve better performances with reduced platform 

dimensions and mass. Moreover, considering the direct relationship between costs and mass, these 

results prove the great improvements which can be obtained in the early-stage design phases of 

FOWTs by adopting efficient optimization procedures.  

  

    
(a) (b) (c) (d) 

 
 

Figure 2. Comparison between the Surge-optimized (blue), the Pitch-optimized (red) and the upscaled (grey) 

systems: Peak of Surge (a) and Pitch (b) DoFs, Tower-base Bending moment (c) and Floater Mass (d). 
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1. Introduction 

 Laminated glass is relatively new structural eco-friendly and recyclable material. Its use like 

structural element is increasing since it is able to guarantee robustness requirements by improving 

post-breaking characteristics. Namely, glass is no more only architectural and/or secondary structural 

element but also bearing structural element. Unfortunately, its brittle nature brings a lot of limits in 

its use, regarding safety design, limited deformations, and coupling with other building materials. As 

laminated glass is combination of two different materials, i.e. a minimum of two glass panels which 

are connected with a thin and soft interlayer, its mechanical properties depend not only on glass but 

also on the type of interlayer and their coupled behaviour. Generally, as interlayer five different 

materials can be used: (a) Polyvinil Butyral (PVB); (b) Ethylen Vinil Acetate (EVA); (c) Polyethylene 

terephthalate + Ethylene Vinyl Acetate (XLAB); (d) Ionoplast, [1] and [2]. Furthermore, the influence 

of temperature variations on interlayer material and coupled behaviour must not be neglected.  

 In this paper, we will present some performed numerical analyses of laminated glass behaviour in 

bending under temperature variations with ANSYS, commercially available finite element software 

package [3]  within two graduation theses [4]  and [5]  continuing previous research on glass structures 

exposed to soft body impact [6]. 

2. Performed numerical analyses 

 Numerical analyses were performed for two groups of research. In the first performed research [4]  

the dimensions of laminated glass samples were 900 mm in length and 330 mm in width, with variable 

cross-sections (6+6 mm, 8+8 mm, 10+10 mm, 10+6 mm and 6+10 mm), and PVB interlayer. The 

temperatures were 20° C, 40° C and 60° C. In the second performed research [5]  the dimensions of 

laminated glass samples were 470 mm in length and 100 mm in width, with constant cross-sections 

of 5+5 mm, with variable types and thicknesses of interlayer (EVA 0,38 mm, EVA 0,76 mm, PVB 

Trosifol BG 15, PVB Saflex DG41, PVB Saflex RB47 Vanceva 9, PVB Saflex RB 71 and 

Sentry®Glass Ionoplast). The temperatures were 30° C, 40° C and 50° C. All analyses were 

performed on simple supported beams. Material characteristics of laminated glass panels were taken 

as: yield tension stress 120 MPa; density 2.500 kg/m3; Poisson ratio 0,22; and modulus of elasticity 

70 GPa. Material characteristics of different types of interlayer depend on temperature level and its 

variations were taken from literature [7]  and [8]. 

3. Obtained results 

 The results of the first performed research comprises of distribution of the maximum tensile 

stresses in the lower glass panel, distribution of the maximum compressive stresses in the upper glass 

panel, distribution of the maximum tensile and compressive stresses in the interlayer, displacements 

of the laminated glass panels, slippage between glass and interlayer (no slippage at 20° C, and 

slippage at 40° C and 60° C), load-displacement curves for different temperatures, and load-stress 

(tensile and compressive) curves for different temperatures. 

 The results of the second performed research comprises of distribution of the maximum tensile 

and compressive stresses in glass panels, shear stresses in different intelayers, displacements of the 
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laminated glass panels, load-displacement curves for different interlayers, load-displacement curves 

for different temperatures and load-stress (tensile and compressive) curves for different temperatures. 

4. Conclusions 

     General conclusion can be that the temperature has very important influence on the behaviour of 

laminated glass panels, primarily on behaviour of the interlayer. Namely, the rise of temperature 

drastically change material characteristics of interlayer what influence the state of stresses, both 

tensile and compressive, and displacements. It was interested to note that at different thicknesses of 

laminated glass panels (i.e. 10+6 mm or 6+10 mm) the increase in stress is always in the thicker panel 

despite of inside stresses, but the displacements are the same in both situations. According to 

numerical calculations, comparing three different types of interlayer with the similar thickness 

(regarding production size) it can be seen that, for constant temperature, laminated glass with 

Sentry®Glass Ionoplast (0,89 mm) interlayer provides the highest stiffness resulting with lower 

vertical displacement compared with PVB Saflex DG41 (0,76 mm), PVB Saflex RB47 Vanceva 9 

(0,76 mm) and EVA (0,76 mm) interlayers. With increasing interlayer thickness for the Sentry®Glass 

Ionoplast at lower temperature (up to 20° C) we can notice increasing panel stiffness. But, if the 

temperature rises over 35° C this effect disappears and increase in thickness brings a slightly higher 

deflection of the panel. A different trend is observed in the panel with PVB interlayer where it can be 

seen that at lower temperatures increased thickness of interlayer does not provide any influence on 

the deflection. For higher temperatures, increase in interlayer thickness shows greater deflection. 

Higher temperatures bring an increase in deflection and consequently in stress at the bottom panel. 

This trend is more evident in panels with PVB interlayer.  
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1. The Method of Fundamental Solutions 

 Meshless methods have become quite popular because of their simplicity and the unique property 

that they need neither domain nor boundary mesh or grid structure. Instead, a scattered point set is 

required on the boundary and/or in the domain of the partial differential equation to be solved.  

 The Method of Fundamental Solution (MFS) is a special meshless method, which can be applied 

to a lot of engineering problems, e.g. potential problems or some simple transport problems, Stokes 

flow problems, Helmholtz problems etc. It produces the approximate solution of the original problem 

in the following form: 

 𝑢(𝑥) = ∑ 𝛼𝑗 ∙ Φ(𝑥 − 𝑠𝑗)
𝑁
𝑗=1  , (1) 

where Φ is the fundamental solution of the original differential operator, 𝛼1, … , 𝛼𝑁 are a priori un-

known coefficients, 𝑠1, … , 𝑠𝑁 are predefined external points (source points). The coefficients 

𝛼1, … , 𝛼𝑁 are calculated by enforcing the boundary conditions at some 𝑥1, … , 𝑥𝑀 boundary colloca-

tion points. This results in a linear system of equations with N unknowns and M equations. If the 

simplest Dirichlet boundary condition is prescribed, this linear system has the form: 

 ∑ 𝛼𝑗 ∙ Φ(𝑥𝑘 − 𝑠𝑗)
𝑁
𝑗=1 = 𝑢(𝑥𝑘) =: 𝑢𝑘            (𝑘 = 1,2, … ,𝑀) , (2) 

The numbers N and M need not be equal. If they differ, a least squares technique or the Singular Value 

Decomposition can be used. 

 Though the MFS is a simple and easy-to-program method, it has several disadvantages. First, the 

fundamental solution must be explicitly known. Some additional problems: 

• The location of the source points is not trivial; no optimal arrangement is known; 

• The matrix of the system (2) is fully populated; 

• Even if the numbers of source and collocation points are equal, the system (2) may be 

severely ill-conditioned, especially when the sources are located too far from the boundary; 

• On the other hand, if they are too close to the boundary, numerical singularities may occur, 

which increases the error of the approximation, etc. 

 

To overcome these difficulties, a number of special techniques have been developed. A wide class of 

these methods is based on allowing the source points and boundary collocation points to coincide. 

This approach has to handle the appearing singular terms in a proper way (regularization, 

desingularization, see e.g. [1]); moreover, the resulting system remains dense and ill-conditioned. It 

is also possible to use several groups of sources at the same time, the spatial densities of which are 

decreasing far from the boundary. This idea can be embedded in a multi-level context, which 

significantly reduces the necessary computational cost. For details, see [2]. 

2. Techniques based on localization 

 More recently, a different approach based on some localization techniques has been developed 

(see [3] for details). It can be considered as a combination of the MFS with classical finite difference 

schemes. These techniques require a finite point set in the domain and along the boundary as well. 
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The idea behind the technique is to express a value of the approximate solution at an inner point by 

the values at the nearest neighbors only, using MFS-formulation based on some fictitious source 

points. This results in a sparse system of linear equations, which makes it possible to significantly 

reduce the computational complexity preserving the good accuracy of the MFS. The idea has been 

applied to various problems, such as transient convection-diffusion-reaction equations see e.g. [4]. 

3. Localization in quadtree context 

 In this talk, a modified localization approach is proposed. In contrast to the localization method of 

[2], where the inner nodes was defined in a more or less random way, here a quadtree (octtree in 3D) 

algorithm is used to define inner nodes, similarly to the technique detailed in [5]. The quadtree grid 

generation is controlled by the boundary of the original domain and produces a non-equidistant, non-

uniform cell system, the spatial resolution of which becomes fine in the vicinity of the boundary and 

remains coarse in the middle of the domain, as can be seen in Figure 1. This technique makes it 

possible to significantly reduce the number of inner nodes, thus, to reduce the number of the 

introduced unknowns; besides, it results in a sparse linear system. The localization technique is 

slightly different from that of [3], but is still based mainly on the MFS. 

 This quadtree-based localization technique can be embedded in a multi-level context in a natural 

way. The coarse and fine levels can be defined by the quadtree subdivision algorithm. The multi-level 

character can speed up the whole algorithm, and makes it possible to use efficient iterative solvers. 

Moreover, the solutions of large and ill-conditioned linear systems are completely avoided. 

 

 
Figure 1. Quadtree cell system generated by the boundary of an amoeba-shaped domain 
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1. Introduction 

 Helical girders being a 3D structure presents a problem when analytical solutions are concerned. 

Some researches such as A. Engle (1955.) and V. R. Bergman (1956.) offered a solution by idealizing 

the structure as a 2D problem, but the results were highly conservative and inaccurate. A. Holmes 

(1957.), V. A. Morgan and A. C. Scordelis (1960.) presented a solution to internal moments by 

observing the structure as a 3D model [1-2]. Morgan’s method was shown to gain most reliable results 

when talking about steel girders and although his approach seems most sensible compared to others, 

it is computationally demanding. 

2. Analytical solution  

 Figure 1 shows the helical girder from top view. At mid-span, due to symmetry all but two 

redundants cancel out: vertical moment M and horizontal shear force H. Morgan [3] derived the 

expressions for internal reactions in terms of angle distance θ counting from the mid-span, but the 

redundant reactions M and H were left as unknowns. 

 

 These redundant reactions were computed using Castigliano’s 

second theorem. Because of the symmetry at mid-span, angular 

displacement around horizontal axis in the section and horizontal 

deflection are 0. This is important since the reactions M and H 

act in these directions respectively. 

v v h h

r s p0 0 0

0
2 2 2

M M M MU T T
ds ds ds

H EI H EI H GI H

  
  

= + + =
   

        (1) 

v v h h
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0
2 2 2

M M M MU T T
ds ds ds

M EI M EI M GI M

  
  

= + + =
   

        (2) 

Conditions above (1) and (2) were further simplified but the solving process was still long and 

tiresome. 

 An example was carried out using the realistic model of the helix with I-beam section. Following 

parameters were used: radius of the girder R = 1,5m, the total span angle of the girder 2β = 270°, 

height h = 2,8m and distributed load q = 6,5 kN/m. Complex expressions for M and H were solved 

and substituted into Morgan’s expressions for internal reactions. 

 

  Figure 1. Helical girder [4] 
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3. Numerical solution  

 Obtained analytical results are compared with numerical solution using Finite Element Method, 

with the same parameters as in analytical approach using beam elements. Slight problem occurred 

with the mesh as the beam elements wouldn’t follow the helical path perfectly in two directions, 

causing the small spikes in results, but the solution is satisfactory for comparison with analytical one.  

Figure 2 shows the distribution of moments with the respect to span angle θ. It is interesting to 

note that the horizontal moments are in general much larger than vertical moments. It is also a strong 

indication that the 2D mathematical models which are commonly used to solve these types of 

problems simply don’t work with helical girders as they only consider vertical moment and the 

torsion. 

 

 

Figure 2. Distribution of internal moments 

( a) Torsion, b) Horizontal moment, c) Vertical moment) 

 

4. Conclusions 

 Vertical moment Mv compared very well with the analytical solution with only 2% margin of error, 

torsion moment T within the 10% error and horizontal moment Mh in analytical solution was almost 

20% higher at the fixed end of the girder and gradually equalized towards the mid-span. Error that 

big was most likely the result of the simplifying Castigliano’s conditions where the influence of the 

horizontal displacement was ignored. 

It can be also concluded that the 2D mathematical models found in literature which are commonly 

used to solve these types of problems simply don’t work well with helical girders as they only consider 

vertical moment and the torsion. 
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1. Introduction 

 For finite element analyses of plane elasticity problems, Turner et al. [1] formulated the first 

isoparametric three-node finite element known today as the CST (Constant Strain Triangle) element. 

Due to its simplicity and reliability, the CST element is still widely employed today, even though its 

performance is generally not on a desirable level. In order to improve its performance, many 

researches resorted to introducing (drilling) rotations as additional unknown parameters. Although 

that is not consistent with the theory since rotations are dependent on displacements, it is not actually 

against the finite element concept. Anyhow, difficulties were encountered in the early attempts of 

such an approach. One of the main difficulties is linking nodal rotations to the element side 

displacements, which is very well explained in Ref. [2]. 

 First successful realisation of introducing rotations as additional unknown parameters was 

presented independently by Allman [3] for plane elasticity problems, and by Carpenter et al. [4] for 

general shell problems. The authors introduced rotations with the quadratic interpolations of the 

displacement fields in a way known today as the linked interpolation. However, these finite elements 

possess the so-called spurious zero-energy mode, and generally, the rotational parameters are not 

representing true rotations at the nodes. 

 In finite element analyses, it is convenient to employ a membrane element with true rotations since 

the analyses would yield real nodal rotations and because such an element has an inherent ability to 

carry in-plane moments correctly. Additionally, if such an element is the in-plane part of the shell 

finite element formulation, it would secure the non-singularity of the global stiffness matrix in all 

cases and provide a full compatible connection with other finite elements. 

 Although many effective three-node membrane finite elements with drilling rotations have been 

developed so far, no element has been found capable of achieving the exact response for an arbitrary 

pure bending problem. This would be of a major importance in the finite element analyses (see Ref. 

[5]). In contrast, lowest-order linked interpolation beam and plate finite elements have such a 

capacity. Motivated by that, formulation for such a membrane element has been sought, and 

ultimately, one has been found which turns to be exact for specific cases only. 

2. New finite element 

 The finite element formulation is given in a standard displacement form. The displacement fields 

are quadratic polynomials written in the area coordinate system in which the linear coefficients are 

nodal displacements, and the quadratic coefficients are nonconforming and include both nodal 

displacements and nodal rotations, in addition to the geometric parameters and Poisson’s ratio. The 

displacement fields satisfy classical theory of plane elasticity definition of rotation in every point 

inside the element domain, which makes the finite element analysis yield true nodal rotations. 

Furthermore, the finite element always has a correct rank, i.e., it has no spurious zero-energy mode. 

 The finite element is also capable of achieving the exact response for a pure bending problem of 

a simple beam described in Fig. 1., regardless of the Poisson’s ratio and the mesh regularity. However, 

this is only the case if the beam is directed in x or y global axis, i.e., if the beam is rotated by multiples 

of π/2. For the Timoshenko beam problem, the new element performs exceptionally well, on regular 
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(R) or distorted (D) mesh, while its performance is somewhat lower for the Cook’s membrane 

problem, as shown in Table 1. 

 

 
Figure 1. Pure bending of a simple beam 

Table 1. Vertical tip displacement for Timoshenko beam (TB) and Cook’s membrane (CM) problems 

TB Allman [3] New FE CM Allman [3] New FE 

Mesh ν = 0.25 ν = 0.499 ν = 0.25 ν = 0.499 Mesh ν = 1/3 ν = 0.499 ν = 1/3 ν = 0.499 

4x1 (D) 0.24312 0.23260 0.34847 0.35228 2x2 20.084 19.884 14.826 14.230 

8x2 (D) 0.31884 0.30639 0.35803 0.35620 4x4 22.708 22.630 19.538 18.791 

4x1 (R) 0.27282 0.25061 0.35133 0.35399 8x8 23.611 23.694 22.331 22.005 

8x2 (R) 0.34007 0.32215 0.36349 0.35095 16x16 23.872 24.044 23.460 23.488 

16x4 (R) 0.35466 0.34726 0.35741 0.35239 32x32 23.941 24.154 23.816 23.986 

32x8 (R) 0.35608 0.35421 0.35579 0.35454 64x64 23.959 24.191 23.922 24.141 

Exact 0.35533 0.35865 0.35533 0.35865 128x128 23.965 24.205 23.953 24.190 

 

3. Conclusions 

 A new three-node membrane finite element with true rotations is developed. It is capable of 

achieving exact response for specific cases of pure bending problems regardless of the Poisson’s ratio 

and the mesh regularity. The element exhibits great resistance to mesh distortions and handles (nearly) 

incompressible materials with no issues. Additionally, it has no spurious zero-energy mode. However, 

there is a discrepancy in performance between some numerical examples which requires further 

numerical investigation. 
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1. Introduction 

 In the micropolar continuum theory, in addition to the displacement field of the classical 

continuum theory, there exists an independent microrotation field, representing the orientation of a 

materialpoint. This alternative continuum theory is able to capture the so-called size-effect 

phenomenon, manifested in the often-observed increased stiffness of smaller specimens. Since the 

linear micropolar model is not always appropriate for a realistic description of a structural response, 

there exists a need for the development of nonlinear micropolar models. In the geometrically 

nonlinear elasticity, the pure bending state of a beam represents a well-known benchmark problem 

and in this work a numerical analysis of this problem is presented and compared against the analytical 

solutions in micropolar elasticity. 

2. Nonlinear micropolar analytical model 

2.1. Equilibrium equations in material description  

 Strong form of the equilibrium equations in the material description is given as 

DIV(𝐐𝐁) + 𝐏v = 𝟎    and    DIV(𝐐𝐆) + ax(𝐐𝐁𝐅𝐓 − 𝐅𝐁𝐓𝐐𝐓) + 𝐌v = 𝟎, (1) 

with the corresponding boundary conditions  

(𝐐𝐁)𝐍 = 𝐏s i (𝐐𝐆)𝐍 = 𝐌s, (2) 

where Q represents the microrotation tensor belonging to the so-called special orthogonal SO(3) Lie 

group (i.e. 𝐐−𝟏 = 𝐐𝐓, det𝐐 = +1 i 𝐐 = exp𝛗,̂) where �̂� is a skew-symmetric tensor belonging to 

the so(3) Lie algebra. Tensor F is the deformation gradient tensor, while tensors B and G represent 

the Biot-like stress and couple-stress tensor, respectively. Vectors Pv, Mv, Ps, Ms represent body and 

surface loadings per unit of undeformed volume/area. 

2.2. Nonlinear kinematic equations 

 The nonlinear kinematic equations are  

𝐄 = 𝐐𝐓𝐅 − 𝐈,  𝐊 = −
𝟏

𝟐
𝛆: (𝐐𝐓GRAD𝐐), (3) 

where tensor E represents the Biot-like strain tensor, owing to its resemblance to the standard Biot 

strain tensor in classical elasticity. Correspondingly, K represents the Biot-like curvature tensor, 

while 𝛆 is Ricci's alternation tensor. 

 

2.3. Constitutive equations 

 In this work we focus on the geometrically non-linear effects and keep the constitutive equations 

linear, which, in the tensor form read 

𝐁 = λ(tr𝐄)𝐈 + (µ + ν)𝐄 + (µ − ν)𝐄𝐓   and     𝐆 = α(tr𝐊)𝐈 + (β + γ)𝐊 + (β − γ)𝐊𝐓, (4) 

with λ and µ as the Lame constants and ν, α, β and γ as the additional material parameters taking 

place in micropolar elasticity. More detail considering these parameters and the geometrically non-

linear micropolar model in general may be found in [2]. 
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3. Non-linear cantilever pure bending problem in micropolar elasticity 

 The pure-bending state of a beam is a state in which an applied bending moment produces only 

normal cross-sectional stresses providing a vanishing stress resultant and the axis of the beam is bent 

into a circular curve. The linear micropolar analytical solution for a pure bending problem is given in 

[1], where it is observed that the bending stiffness is increased by a certain factor with respect to the 

classical-elasticity solution. In order to describe a deformed state of the beam exhibiting large 

displacements and large rotations, in [2] a nonlinear generalisation of the linear micropolar pure-

bending solution has been presented, which is applicable to thin specimens, where the through-the-

thickness normal stresses cannot significantly develop. A closed-form solution of the pure bending 

problem in a non-linear micropolar elastic continuum applicable to specimens of finite thickness has 

been derived in [3]. 

 In this work a numerical analysis of both thin and thick cantilever beams subject to pure bending 

will be presented and compared to the analytical solutions derived in [2] and [3] (see Fig. 1). 

 

 
 

Figure 1. Undeformed and deformed configuration of a thin cantilever beam subject to pure bending 

 

4. Conclusions and future work 

 The finite elements derived in [2] are shown to converge to the nonlinear generalization of the 

linear micropolar pure-bending solution, valid for thin beams. In order to capture the softening effect 

present in thick beams [3] further numerical analysis using the derived finite elements will be 

performed and compared against the analytical solution given in [3]. 

 

Acknowledgements 

This work has been financially supported by the Croatian Science Foundation research project "Fixed-

Pole Concept in Numerical Modelling of Cosserat Continuum" (HRZZ-IP-2018-01-1732) and the 

University of Rijeka research grant "Computational and Experimental Procedures for Assessment of 

Material Parameters in Cosserat’s Continuum" (uniri-tehnic-18-248 1415). 

References 

[1] Gauthier, R.D., Jahsman, W.E., A quest for micropolar elastic constants. Journal of Applied Mechanics 

42(2), 369–374, 1975. 

[2] Grbčić Erdelj, S.; Jelenić, G., Ibrahimbegović, A., Geometrically non-linear 3D finite-element analysis of 

micropolar continuum, International Journal of Solids and Structures, 202, 745-764, 2020. 

[3] Jelenić, G., Pure bending in non-linear micropolar elasticity, International Journal of Mechanics and 

Materials in Design, 18, 243–265 (2022) 

 

  



10th International Congress of Croatian Society of Mechanics 

September, 28-30, 2022, Pula, Croatia 

 

 

125 

 

 

Computational modelling of various journal bearings and related 

software implementation 

Michal Hajžman*, Jan Rendl+, Luboš Smolík+, Pavel Polach+, Štěpán Dyk+, Miroslav Byrtus* 

* Department of Mechanics, Faculty of Applied Sciences, University of West Bohemia. 

Univerzitní 8, 301 00 Pilsen, Czech Republic. 

E-mail: {mhajzman,mbyrtus}@kme.zcu.cz 

+ New Technologies for the Information Society, Faculty of Applied Sciences, University of West 

Bohemia. Univerzitní 8, 301 00 Pilsen, Czech Republic. 

E-mails: {rendlj,carlist,ppolach,sdyk}@ntis.zcu.cz 

Keywords: dynamics, rotor, journal bearing, Reynolds equation, numerical solution 

1. Introduction 

 Radial journal bearings are widely used in rotating machinery to support high-speed rotating parts 

with high radial loads and can be found in many applications, from large rotating systems such as 

turbomachinery to small turbochargers in combustion engines. Fluid film bearings are generally 

characterized by low friction behaviour, low wear and mainly efficient vibration-damping 

capabilities. However, the fluid film journal bearings are also known for fluid-induced instability, 

which causes undamped self-excited vibrations of a supported rotating machine. For this reason, the 

process of journal bearings design has to be supplemented by suitable computational approaches and 

dedicated software tools. 

 This paper deals with the modelling approaches intended to journal bearing dynamic behaviour. 

First, the general mathematical model for several types of journal bearings [1] (see Figure 1) is 

presented. Further, the solution methodology and successive software implementation will be 

described together with possible applications. 

 
Figure 1. Various types of journal bearings 

2. Mathematical model of a general journal bearing 

 A symmetric flexible rotor generally supported on the tilting pad journal bearings can be 

decomposed into mutually interacting subsystems – a rotor and movable pads. Equations of motion 

of such a system can be expressed in the block matrix form as follows 

 

[
𝐌r 𝟎
𝟎 𝐌p

] [
𝐪r̈
𝐪p̈
] + [

𝐁r +ω𝐆r 𝟎
𝟎 𝟎

] [
𝐪ṙ
𝐪ṗ
] + [

𝐊r +ω𝐂r 𝟎
𝟎 𝟎

] [
𝐪r
𝐪p
] = [

𝐟g,r
𝐟g,p
] + [

𝐟un
𝟎
] + [

𝐟c,r
𝐟c,p
],  (1) 

 

where subscripts r and p correspond to rotor and pads subsystems. Vectors qr and qp are vectors of 

generalized coordinates. Matrices Mr, Br, Gr, Kr, Cr are constant mass, damping, gyroscopic effects, 
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stiffness and circulation matrices of the rotor. Matrix Mp incorporates the mass properties of the pads. 

Each subsystem is subjected to a gravitational load fg. The rotor can be excited by out-of-balance 

forces respected in vector fun. Mutual interaction of the subsystems is described by coupling forces 

fc,r and fc,p dependent on generalized coordinates and generalized velocities. The coupling forces 

involve hydrodynamic forces generated in oil films, coupling forces between the pads and the ground 

and elastic forces due to contacts between the subsystems. 

 The hydrodynamic forces are the most complex forces in the model arising from the solution of 

the Reynolds equation [2]. It is a partial differential equation introduced on a particular domain for 

unknown pressure. The equation is derived under assumptions that are fulfilled for various journal 

bearings in common modes of operation. The pressure solution, which could be obtained numerically 

or analytically, determines the forces in the equations of motion. These forces are highly nonlinear. 

However, they can be linearized for fundamental analysis of journal bearing dynamic characteristics. 

 The presented mathematical model of the journal bearing is general and models of particular 

bearings (from Figure 1) can be obtained by simply omitting pad subsystems that are not present in 

the investigated system. Another modification is in the gap definition respecting real bearing shell 

geometry (i.e. cylindrical, lemon, multi-lobe etc.) for the Reynolds equation solution. 

3. Software implementation and application 

 The whole modelling methodology was implemented in the MATLAB environment into several 

modules [3]. The Reynolds equation is numerically solved using the finite difference method [2]. The 

equations of motion could also be solved numerically by MATLAB solvers for sets of ordinary 

differential equations. The hydrodynamic forces are solved in each time step of the numerical 

integration. 

 The software can perform the static analysis, system stability assessment and simulations in the 

time domain of the rotor response to the harmonic excitation due to out-of-balance force and transient 

simulations for run-up and coast-down operations. Simulated responses are analyzed using the 

following tools: threshold speed detection, bifurcation diagrams, fast Fourier transform, phase 

portraits and Poincaré maps [3]. 

 The software was successfully applied to several types of bearings. Obtained software results were 

validated for fixed-profile journal bearings and tilting pad journal bearings with reference data in 

research publications. The cylindrical bearing and textured bearing models were validated with 

experimental measurements [3]. 

4. Conclusions 

 The computational modelling approach for the dynamical analysis of journal bearings with 

hydrodynamic lubrication is presented in this paper. It is based on rigid body dynamics coupled with 

the solution of the Reynolds equation by the finite difference method. In-house software based on the 

presented approach was implemented in the MATLAB environment. It is helpful for various analyses 

evaluating journal bearing performance, including comprehensive studies on nonlinear dynamics of 

tilting pad journal bearings [4]. 

 This research work was supported by the Czech Science Foundation project 22-29874S. 
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1. Introduction 

 Lumped-parameter E-clutch axial dynamics model was proposed in [1] and parameterized 

based on experimental identification of input-output characteristics. In this paper, stress-

strain characteristics of individual components of disassembled clutch are characterized by 

using a manually powered spindle-based test rig. The obtained characteristics are firstly used 

to parameterize the initial, simplified model. While the experimental validation results show 

satisfactory prediction of the clutch torque static curve, prediction of normal force static curve 

is worse, thus indicating a potential for further model improvements. Therefore, new, more 

detailed versions of model containing individual component stress-strain characteristics are 

gradually proposed and experimentally validated. The validation results indicate 

considerable improvements in normal force static curve prediction accuracy. 

2. Description of E-clutch system 

 The considered E-clutch system comprises two distinctive (and mechanically separable) 

subsystems: a hydrostatic-type actuator driven by an electric servomotor and a traditional 

single-friction plate, normally closed dry clutch assembly. The clutch actuator model has 

been proposed and experimentally validated in [1], while the focus of this paper is on precise, 

lumped-parameter clutch axial dynamics modeling. 

3. Test rig 

 The clutch test rig [1] used for parametrization of the actuator and clutch dynamics 

includes a driving servomotor which transmits the power via a telemetric torque sensor to the 

DMF and the clutch mounted in the original bell housing. The friction plate is mounted on 

the fixed transmission input shaft (i.e. friction plate does not rotate). The hydrostatic actuator 

and release bearing are mounted in the same way as on the real transmission. Following the 

completion of clutch characterization experiments on the full clutch test rig, the clutch was 

disassembled, and the individual clutch components were experimentally characterized by 

using the equipment and procedure described in [1]. The obtained stress-strain characteristics 

have been used to parameterize different versions of clutch axial dynamics models proposed. 

4. Proposed models 

 The experimental validation results shown in Fig. 1 indicate that the initial, low-order 

model [1] (Model 0), when properly parameterized, can predict the clutch torque static curve. 
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However, the accuracy of normal force static curve is relatively low. When introducing more 

degrees of freedom, related to individual component stress-strain curves, the overall 

modeling accuracy increases. The best accuracy is obtained for the most-complex model 

shown in Fig. 2 (Model 4), which precisely predict both static curves.  

 

 
Fig. 1. Results of experimental validation of proposed clutch axial dynamics models: a) Force on release 

bearing vs. release bearing position, b) Clutch torque vs. release bearing position. 

 

 
Fig. 2. Bond graph of final clutch axial dynamics subsystem model (Model 4). 

 

5. Conclusion 

 The previously proposed simplified clutch axial dynamics model has been gradually 

extended in four steps, thus resulting in four newly proposed lumped-parameter models. All 

newly proposed models show improvements in prediction of force at the clutch release 

bearing. The fourth, most detailed model shows the best prediction of both release bearing 

force and clutch torque compared to other models presented and is thus considered as a basis 

for future work. 
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1. Introduction 

 Paper proposes a model of axial and rotational dynamics of a synchronizer. The proposed model 

would be useful for transmission design and control strategy development. It may be especially 

beneficial for dual-clutch based transmissions where engagement duration of a synchronizer can be 

crucial for successful shifting process [1]. The engagement of synchronizer occurs in five phases, 

each with different dynamics effects. Therefore, detailed synchronizer dynamics model is needed for 

engagement process prediction purposes. 

2. Description of synchronizer structure and engagement process 

 Borg-Warner system single-taper synchronizer is used herein. The synchronizer consists of: (i) 

idler gear with selector teeth and friction taper running on bearings; (ii) synchronizer ring with counter 

taper and locking teeth; (iii) synchronizer body with external toothing; (iv) synchronizer sleeve with 

internal toothing, and (v) preload system [2].  

 Synchronizer engagement can be divided into five phases. In phase 1 initial actuating force results 

in contact of friction surfaces of the synchronizer ring and idler gear which causes the rotation of the 

ring into locking position. In phase 2, the synchronizer sleeve contacts the locking teeth of the ring 

which are angled in axial direction. The angle ensures that the ring remains in locking position during 

synchronization phase (this way the sleeve teeth cannot reach the selector gear teeth until the speed 

is synchronized to avoid damage under the torque of the main motor). The axial force is now 

transferred to the synchronizer ring which results in the contact of the conical friction clutch. The 

generated friction torque results in almost full synchronization of speeds of the idler gear and the 

sleeve. In phase 3 synchronizer ring rotates to unlocked position due to diminishing synchronization 

torque. The sleeve now passes over the synchronizer ring toward the selector teeth on idler gear. In 

phase 4 the indexing between synchronizer sleeve and selector teeth occurs which results in torque 

which conduct the synchronization of the remaining difference in speed between the idler gear and 

the sleeve. Finally, in phase 5, the idler gear is connected to synchronizer hub and torque from the 

engine can be transferred through the gearbox. 

3. Mathematical model 

The forces acting on synchronizer sleeve include actuation forces, forces on sleeve teeth and 

friction. All teeth contacts are modelled with elastic and damping characteristics in a direction normal 

to the teeth contact surface which supports modelling both the axial and rotational effects. The friction 

is described by Karnopp friction model. In phases 2 to 4, the sleeves teeth forces acting upon the 

synchronizer ring generate forces in tangential direction. The resulting torque in combination with 

friction torque generated on friction surface cause rotational dynamics.  

The block diagram of sleeve axial dynamics is shown in Fig. 1a. Torque generation dynamics 

model is dependent on engagement phases which are switched with respect to sleeve axial position. 

In Fig. 1b the torque generation dynamics is shown for phases two and three while structure for other 

phases are submodels of this more complex model.  
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a) 

 

 

 

b) 

 
Figure 1. Block diagram of sleeve axial dynamics (a) and torque generation dynamics for second and 

third phase (b) 

4. Proposed simplified model 

Due to high rigidity of the tooth contact, the simulations with full model described above take too 

much time to execute to be of practical use.  Separate model is thus proposed where the impact of 

sleeve axial dynamics on torque generation is calculated separately. Impact force on the teeth is 

calculated on predefined half period of sinus function so that force impulse is the same as the 

momentum of synchronizer sleeve before the impact. Fig. 2 shows the simulation results for 

synchronizer engagement conducted in AVL Cruise environment which includes the axial dynamics 

of an entire vehicle. The mentioned impact can be observed at 0.17 s including the expected 

distinguishable drop of slip speed. 

 

 
Figure 2. Simulation results for simplified model 

4. Conclusion 

The dynamic model of synchronizer engagement has been developed. The model includes axial 

dynamics of synchronizer sleeve and rotational dynamics of synchronizer ring. Model structure is 

dependent on current sleeve position which defines five phases of synchronizer engagement. The 

simplified model derived from the full synchronizer model allows for much faster simulation 

execution time while maintaining all significant effects of synchronizer engagement. 
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1. Introduction 

 Double cantilever beam (DCB) is the standard test for determination of the fracture toughness in 

mode I. Specimens are manufactured by gluing together two equal substrates along the interface, with 

the exception of the initial notch a, as shown in Figure 1. Application of the opening load P will cause 

the crack to propagate and, consequently, the length of the crack a to increase. Fracture toughness 

along the interface length is calculated from measured data, i.e. load-line displacement δ, applied 

force P and crack length a.  

 

 
Figure 1. Geometry of a DCB specimen 

 

 British standard BS ISO 25217:2009 [1] is one of the standards typically used to determine the 

mode-I fracture toughness of bonded joints. Three methods, all based on linear elastic fracture 

mechanics and beam theory, are used to compute the fracture resistance of an adhesive expressed as 

the critical energy release rate (Gc). The results are usually presented graphically by means of the so-

called R-curve, in which the change of the fracture toughness along the interface is shown. In an ideal 

case, the measured fracture toughness should be roughly constant along the interface, but usually the 

initial values monotonically change before reaching the plateau.  

 According to standards [1], DCB test has some limiting conditions that ensure that the methods 

used are valid, e.g. adhesive thickness and loading rate. On the other hand, three different techniques 

for attaching the DCB specimens on the tensile testing machines are suggested, namely load-blocks, 

piano hinges and loading holes drilled through the arms of the specimens. The aim of this work is to 

investigate whether different loading systems have an influence on the computed values of the 

fracture resistance and the shape of the R-curve.  

2. Experiments 

 In experiments performed in this work, the DCB substrates are made from aluminum, while the 

adhesive used is SikaPower 4720. Dimensions of the specimens, according to Figure 1, are L = 250 

mm, h = 8 mm, B = 30 mm and t = 0.6 mm. Four equal specimens were produced and tested in equal 

conditions using the tensile testing machine. 

 Load-line displacement and applied load can be measured directly from the tensile-testing machine 

(TTM). Instead of measuring the load-line displacement at the position of TTM grips, we also 

measure it on the specimen by utilizing the digital image correlation (DIC) technique. In particular, 

we use stereo DIC hardware and GOM Aramis V8 software [2]. Full-field displacement data was 

recorded, which was additionally used to determine the crack length and the cross-sectional rotations 

of the arms.  

mailto:%7bfirst.author,third.author%7d@fsb.hr


10th International Congress of Croatian Society of Mechanics 

September, 28-30, 2022, Pula, Croatia 

 

 

132 

 

3. R-curve analysis 

 In this work we compare the results of the computed fracture toughness for three aforementioned 

loading systems. Besides the three methods from the standard [1], we use the J-integral [3] and the 

recently proposed ESBT method [4]. The methods from standards all require the measurement of the 

crack length, while for computing the J-integral only the cross-sectional rotations of the arms need to 

be measured. For the ESBT method, only load-line displacement and applied load measured from the 

TTM are needed. 

 Our R-curve results show an excellent agreement between the CBT method from the standard [1], 

J-integral and ESBT method. The remaining two methods from standards (SBT and ECM) show 

substantial differences in computed fracture toughness, which has been already reported in a 

numerical analysis presented in [4].   

 We additionally show that fracture toughness is significantly changed if instead of measuring load-

line displacement at the position of TTM grips, we measure it directly on the specimen by utilizing 

the DIC. The British standard [1] suggests a correction procedure that accounts for system 

compliance, but this is not sufficient to account for the difference in the fracture toughness results 

between the two approaches. Corrections for load application system exists only for the stiffening 

effect of loading blocks, but this effect is found to have negligible influence on the results. 

 It was found that using the DIC measurement of load-line displacement, unlike the one from the 

TTM, will lead to plateau-shaped R-curve. Moreover, it was shown that using the DIC data, there is 

essentially no influence of the loading system on the measured fracture resistance. Besides, CBT, J-

integral and ESBT show an excellent agreement in that case. 

4. Conclusions 

This work investigates the effect of loading system on fracture toughness. It was found that the values 

of the load line displacement measured from the TTM can significantly differ from those obtained 

from the DIC measurements. As shown, this can have a significant influence on the fracture toughness 

results, i.e. R-curves. The identified values of J-integral will be used for the direct identification of 

the traction-separation law, which is needed for numerical simulations. 
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1. Introduction 

 Aortic dissection is a serious cardiovascular disease, where the inner layer of the aorta is injured 

enabling blood flow in between layers. Complications can lead to death, however, the preferred 

method of treatment isn’t yet defined. In order to assist clinical decision – making, patient – specific 

computational modelling has lately been used. In this study, a partitioned FSI solver based on finite 

volume discretisation is used to calculate the interaction between blood flow through idealised 

thoracic aorta and flexible vessel wall, as a first step toward the application of a solver on more 

complex geometries involving aortic dissection. A comparative analysis of the blood flow through 

the rigid and flexible vessel wall has been performed in order to show the importance of applying FSI 

analysis for realistic predict thoracic aorta haemodynamics.  

2. Methods 

 A partitioned FSI solver based on finite volume discretisation is used to calculate the interaction 

between blood flow through idealised thoracic aorta with flexible vessel wall. The laminar flow of 

incompressible, Newtonian fluid is described by Navier Stokes equations in arbitrary Lagrangian – 

Eulerian form. The deformation of incompressible, neo-Hookean hyper-elastic material is described 

by momentum equation in total Lagrangian form. Solid properties are assumed to be homogeneous 

and isotropic. Fluid and solid properties are given in Table 1. 

 
Table 1. Fluid and solid properties 

Property Value Unit 
Fluid properties 

Fluid density 1000 kg/m3 
Kinematic viscosity 3 10-6 m2/s 

Solid properties 
Solid density 1200 kg/m3 
Young’s modulus 8 105 N/m2 
Poisson 0.5 - 

 
The second-order accurate finite volume method is used for the spatial discretisation of both fluid and 

solid models and the first-order accurate implicit Euler method is used for temporal discretisation. 

The solid domain is discretised by the 4-layered prismatic mesh. On the other hand, mostly polyhedral 

unstructured mesh is used to discretise the fluid domain. The total number of control volumes 

employed for the solid and the fluid domain is 74088 and 112002, respectively. Solid domain 

boundary is divided into inlet, outlets, interface, and outer wall. The radial slip boundary condition is 

imposed on outlets and inlets which enables radial displacements and prevents displacements in the 

axial direction. The outer wall is defined as traction free. The fluid domain boundary is divided into 

inlet, outlets, and interface. Time-varying flow rate is imposed on the inlet and three-element 

Windkessel is imposed on outlets. The Windkessel parameters were set ensuring 10% outflow at 

smaller branches, and 70% outflow at the main outlet. Coupling between fluid and solid is performed 

using Robin-Neumann partitioned procedure [1], where the fluid pressure at the interface is bounded 

by solid inertia which ensures stability. Simulations were performed using open-source toolbox 

solids4foam [2].  
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3. Results 

 CFD and FSI simulations of blood flow are compared for idealised geometry of the aorta in Figure 

1. FSI simulations were performed on stress-free geometry. CFD simulations were performed on 

mean volume geometry obtained from FSI simulation. CFD simulation predicted higher velocity 

magnitudes at the moment of maximal flow rate compared to FSI simulations. On the contrary, CFD 

predicted lower velocity magnitudes at the moment of minimal flow rate. The realistic state of stress 

in the vessel wall can be predicted only with FSI simulations. 

 

 
Figure 1. Comparison between velocity fields obtained with FSI (left) and CFD (right) simulation  

 

4. Conclusions 

The comparison between FSI and CFD simulations and insight into differences in velocity fields has 

been presented. Due to the substantial differences, the use of more computationally demanding FSI 

simulations is required in the future of the work involving aortic dissection. 
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1. Introduction 

 Tensegrity is a general structural concept that contains a discontinuous set of components in 

compression (e.g. struts) inside a network of components in tension (e.g. cables) and which integrity 

relies on pre-stress forces [3]. There are several ways how to actuate tensegrities. In this work, the 

structure can change its shape by adjusting the cables’ rest lengths. The resulting structures can be 

easily dismantled, they often reach a very good strength to weight ratio and they can perform a wide 

range of motions. Hence, they can be advantageously utilized in many applications including robotics. 

This paper focuses on the creation of the methodology of active tensegrity structure design. The main 

problems solved during the design process are form-finding, path-planning, and active vibration 

suppression. 

2. Path-planning and form-finding 

 An active tensegrity is naturally derived from its passive version (rest lengths of cables are not 

variable). All properties of this base tensegrity, including structural topology, spatial configuration 

(nodal positions), properties of all struts and cables, etc., are assumed to be defined a priori in this 

work. The principal aim is to design the actuation that leads the structure to follow the desired 

trajectory in form of trajectories of selected structure nodes. 

2.1. Path-planning as an optimization process 

 It can be done via sampling the desired trajectory leading to N discrete desired configurations Xdes,i 

(i = 1,2,…,N). Thus, a specific set of cables’ rest lengths is searched for each desired configuration. 

This is called the path-planning problem which can be approached differently, for instance, as an 

optimization problem. The objective function F(X) quantifies the error of current configuration X 

from desired configuration Xdes,i and takes its minimum at X = Xdes,i for the i-th iteration of the path-

planning process. The cables’ rest lengths l represent optimization variables and every configuration 

X(l) used during optimization must satisfy the static equilibrium condition. 

 Using this approach, particular sets of rest lengths l*
i can be found causing the structure to take 

desired configurations Xdes,i. If these discrete sets are linearly interpolated in time, it is possible for 

the structure to follow the desired continuous trajectory. 

2.2. The dynamic relaxation method 

 Searching for a static equilibrium configuration with specified rest lengths is the basis of the 

introduced optimization process and it is called the form-finding problem. It can be solved by various 

numerical methods based on geometric, force, or energetic approaches [5]. 

 For this purpose, the dynamic relaxation method is used in this work. The basic idea of the method 

is to trace step-by-step the motion of the structure until the structure reaches a static equilibrium due 

to introduced damping [2]. Because a static solution rather than the real dynamic behaviour is 

searched for, both artificial damping and fictitious mass are added to the system to assure rapid 
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convergence [1, 2]. In this paper, artificial damping is used in the form of so-called kinetic damping. 

According to [2], kinetic damping represents a procedure when movements of an undamped structure 

are traced until a local maximum of kinetic energy is reached. At this point, all nodal velocities are 

set to zero and the process is restarted from the current position. These steps are repeated until the 

energy is completely dissipated and static equilibrium configuration is found. 

3. Dynamics of active structure and vibration suppression 

 Modelling the dynamics of tensegrity structures is done using Simscape software (an extension 

package of MATLAB-Simulink). It allows quite intuitive creation of structural components (struts, 

cables) and connecting them together in the block environment. It also provides visualization of 

simulation without any additional effort. In order to make the generation of dynamic models of 

tensegrities fast and smooth, a software automatically generating the Simscape model has been 

developed in the MATLAB scripting environment as an alternative to manual model creation.  

 If the motion of the structure following the desired trajectory is relatively slow, it can be considered 

quasi-static, and the proposed process of actuation design is sufficient. But in many applications, 

motion can be quite fast, and thus, undesirable vibrations can occur. Because the presented path-

planning process is based on static analysis only, it cannot suppress them. Therefore, an H2 controller 

inspired by [4] is designed to reduce vibrations. 

 Several steps must be done while designing an efficient H2 controller. First, the model of the 

structure has to be linearized in the stable equilibrium around which the structure operates. Then, 

controller inputs, control objectives, disturbances, and weighting filters need to be specified. In this 

paper, errors of nodal positions from the desired trajectory are considered as controller inputs, and 

minimization of both position errors and the actuation effort represents control objectives. Time 

functions of cables’ rest lengths calculated by the process proposed in the previous section represent 

disturbances. Weighting filters are applied to both external inputs (to approximate their spectrum) 

and control objectives (to approximate their spectrum and relative importance). After that, the 

augmented plant corresponding to the topics discussed in this paragraph is designed. Based on the 

augmented plant, the H2 controller can be finally produced. 

4. Conclusions 

The presented methodology allows designing and modelling active tensegrity structures. During the 

design procedure, various problems are solved: path-planning problem by optimization process, form-

finding by the dynamic relaxation method, vibrations suppression by H2 controller, and automatic 

computational model generation. The whole methodology was implemented in the in-house software 

developed in the MATLAB environment. A great advantage of the methodology is the fact that it can 

be applied to various structures (even on different tensegrity types). 

 This research work was supported by the project SGS-2022-008 of the Czech Ministry of 

Education, Youth and Sport, and by the Czech Science Foundation project 20-21893S. 
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1. Introduction 

 Evidently, the classical continuum mechanics largely fails in covering the situations when the size 

of a considered body is comparable to the material micro-structural lengths. Instead, non-classical 

theories have to be employed engaging the surface and size effects. This talk addresses the 

advancement in a local gradient theory (LGT) of polarized thermoelastic media, implying a nonlocal 

heat conduction law with an application of this theory to the analysis of coupled electro-elastic fields 

induced by thermal inclusions in small-scale dielectric solids.    

2. Continuum LGT for elastic solids under nonlocal heat conduction law  

 Let us consider an elastic polarized solid with the mechanical displacement u , stress tensor   

and strain tensor  . To describe the conduction of heat, we introduce the temperature field T , the 

entropy s , and the heat and entropy fluxes qJ  and sJ . The electric field vector E and polarization 

vector e  characterize the electromagnetic properties of the dielectric body. The LGT for dielectrics 

is formulated by implying the contribution of the mass flux caused by changes in the material 

microstructure [1]. The mass flux is associated with the process of a local mass displacement (LMD). 

In [1], the vector m  of LMD, the specific density of the induced mass m , and the potential   

are introduced to describe the process of LMD. The potential   is the energy measure of the effect 

of LMD on the internal energy. The balance-type equation subordinating the vector m  and the 

density of induced mass m  is obtained in [1].  

 Herein, the generalized relation between the heat qJ  and entropy sJ  fluxes is adopted as [2]: 

1
s q qT −= + J J J Q , where the second order tensor Q  is the higher-grade flux (i.e., flux of heat flux).  

 Within the frameworks of the non-equilibrium thermodynamics, continuum mechanics, and 

electrodynamics, a complete system of equations for the local gradient electro-thermo-mechanics of 

non-ferromagnetic polarized medium is formulated. The equations of balance of linear momentum 

and the conservation of mass are derived by requiring the energy balance equation to be invariant 

under the Galilean transformation. Basing on the total energy balance equation, the electromagnetic 

energy equation and the entropy balance equations, a generalized Gibbs equation is derived: 
1 : e m mdf d sdT d d d−

  =  − −  −  +  E     [1]. Here, ( , , , , )f T    E   is the generalized 

free energy function,   is the mass density,   =  − ,   is the chemical potential. Based on the 

Gibbs relation, the gradient-type constitutive equations can be written as follows:  
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It follows from (1) that within the framework of LGT, the set of conjugate variables is complemented 

by two supplementary couples of variables: ( m ,  ) and ( m ,  ) related to the LMD. These 

variables make the theory to be spatially nonlocal. 

In view of the first and second principle of thermodynamics, the dissipation inequality can be 

obtained as follows: 1[ ( ) ] ( ) 0− =   +  s q qTJ + Q J Q     ( s  is the entropy production). To 

satisfy this inequality, we assume that 1
1[ ( ) ]−= q m TJ + Q   and 2 qm= Q J , where 1m , 2m  

are positive constants. The above relations yield the following nonlocal heat conduction law: 

 2 2
q q T−  = −J J  , (2) 

where 2
1 0/ = m T  is the coefficient of heat conductivity and 1 2 0m m =   is the length scale 

parameter. In Eq. (2), the term 2 2
q J  complies with the nonlocal heat conduction model [2]. 

 The governing equations of the linear LGT can be obtained by substituting strain-displacement 

equation T[ ( ) ] / 2=  + u u   , the electric field vector e= − E  , the electric displacement 

0 0 e=  +D E  , constitutive equations (1) and nonlocal heat conduction law (2) into the field equations 

 0 0 + = F u  ,  0 0 0qT s = −  + J ,  e = D ,  0m m + =  . (3) 

Here, F  is the mechanical force vector, e  is the specific density of the induced charge, e  is the 

electric potential, 0  is the permittivity of vacuum,   is the distributed thermal source. Note that the 

use of constitutive equations (1) and nonlocal heat conduction law (2) implies the governing system 

of partial differential equations, whose order is higher than in classical case. We validated these 

equations in a simple boundary value problem to investigate the coupled electro-elastic fields induced 

by the prescribed temperature distributions (i.e., the thermal inclusions) in elastic dielectric plates 

with mechanically free or clamped periphery. The effect of the temperature on the induced electric 

fields (electric potential, polarization) in the surfaces vicinity is analyzed. It is shown that in contrast 

to the classical theory, LGT is able to cover the surface and size effects, as well as the interaction of 

mechanical, electric and thermal fields in dielectrics including the crystals having a center of inversion. 

3. Conclusions 

 Using the fundamental principles of non-equilibrium thermodynamics, continuum mechanics, and 

electrodynamics, the new non-classical theory of thermoelastic crystalline dielectrics is proposed. 

The theory is based on the generalized relation between the heat and entropy fluxes and takes into 

consideration LMD, caused by the changes in the material microstructure of a body. For the 

considered continuum, the gradient-type constitutive equations and the nonlocal heat conduction law 

(the generalized Fourier law) are formulated. The relations of LGT are verified on boundary value 

problems. It is shown that the theory enables one to capture the size-depending behavior of the 

piezoelectric solids at the nano-scale. The general results of this study can be used for modeling new 

devices with account for the size, surface, and thermopolarization effects. 
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1. Introduction 

The paper presents an analysis of stresses and strains in both finite and infinite rectangular 

homogeneous, isotropic elastic plates with a circular hole in the middle loaded by a uniform tensile 

traction. According to Timoshenko and Goodier [1] the ratio between the axial stress in the fibre 

tangent to the hole and the applied axial traction (the stress-concentration factor) for a plate of infinite 

width does not depend on the hole size and is equal to 𝑘 =
𝜎𝑚𝑎𝑥

𝜎nom 
= 3.  

For a plate of finite width, the stress-concentration factor differs somewhat [2], but the difference 

between the two results is substantial only for relatively narrow plates. A number of experiments in 

the literature, however, indicate that these analytical results overestimate the stress-concentration 

factor [3,4]. 

To investigate this discrepancy further and propose a possible explanation of this phenomenon, a 

set of experimental and numerical tests is conducted.  

2. Numerical analysis  

Three specimens of equal length (400 mm) and thickness (4 mm), but of different width (480, 240 

and 120 mm) are analysed numerically. The results for the stress-concentration factor obtained using 

very fine finite-element meshes are shown in Table 1. It is obvious that for the widest specimen the 

stress-concentration approaches the theoretical result of [1]. 

 

Table 1. Stress-concentration factor for different hole diameter to plate width ratio 

3. Experimental analysis  

3.1 Direct strain measurement 

The material is an aluminium alloy with Young’s modulus and Poisson’s ratio obtained from an 

earlier experiment [5], as E = 67050.5 MPa and n = 0.3. A number of narrow strain gauges 

(measurement area 3 x 0.4 mm) will be attached at specific characteristic points. The samples will be 

subjected to uniaxial tension using the universal pressure-tensile testing machine Zwick-Roell Z600. 

The load will be applied in the displacement-control mode and the maximum applied displacement is 

conditioned by the fact that the specimen needs to stay in the liner-elastic region during the whole 

experiment. The force will be acting on the upper grip while the lower grip will be fixed as shown in 

Figure 1. For each specimen, three samples will be analysed in detail.  

 

Specimens Hole diameter to 

plate width ratio 

Numerical stress 

concentration factor k  

1st  sample (width 120 mm) 0.08 2.615 

2nd sample (width 240 mm) 0.04 2.728 

3rd sample (width 480 mm) 0.02 2.774 
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3.2 Optical measurement 

While the strains will be monitored at characteristic points using strain gauges, the total 

displacement field will be monitored by non-contact measurement using GOM Aramis 3D optical 

system with 12M cameras. The recorded experiment will then be post-processed by a digital image 

correlation (DIC) method. For this purpose, it is necessary to adequately prepare the surface of the 

specimens before the experiment. First, the samples should be carefully cleaned and then sprayed 

with white mat paint in order to provide anti-reflective background. Then, small black paint-drops 

will be sprayed evenly to form a random black and white pattern. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig 1. Uniaxially loaded plate with a central circular opening 

4. Conclusions 

The objective is to perform the lab tests to see if the reduced experimental value for the stress-

concentration with respect to numerical simulation reported in the literature may be confirmed for the 

three samples varying from finite to an infinite plate under uniaxial tension. An attempt will be made 

to explain any discrepancy between the experimental results and the numerical results that may be 

encountered by an alternative non-classical theory of elasticity. 

Acknowledgements 

This work has been financially supported by the Croatian Science Foundation research project 

"Fixed-Pole Concept in Numerical Modelling of Cosserat Continuum" (HRZZ-IP-2018-01-1732) and 

the University of Rijeka research grant "Computational and Experimental Procedures for Assessment 

of Material Parameters in Cosserat’s Continuum" (uniri-tehnic-18-248 1415). 

References 

[1] Timoshenko S., Goodier J.N., Theory of Elasticity, McGraw-Hill, New York, pp.78-80,1951. 

[2] Howland R. C. J., On the stresses in the neighborhood of a circular hole in a strip under tension, Proc. 

Roy. Soc. London A, 229, pp.49-88,1930. 

[3] Wahl, A. M., and Beeuwkes, R., Stress concentration produced by holes and notches, East Pittsburgh, PA, 

" Trans, ASME, Appl. Mech, Section, pp.617-625,1934. 

[4] Griffith, G. E., Experimental Investigation of the Effects of Plastic Flow in a Tension Panel with a Circular 

Hole, NACA TN, 1705, pp1-16,1948. 

[5] Žiković, L., and Jelenić, G.; Analysis of stress concentration factor in a homogeneous plate with a circular 

hole, Report, Faculty of Civil Engineering, Rijeka, 2022 

  



10th International Congress of Croatian Society of Mechanics 

September, 28-30, 2022, Pula, Croatia 

 

 

141 

 

 

Thermodynamics and Computational Modeling of Strain Induced 

Crystallization in Rubbers  

Mikhail Itskov*, Khiȇm Ngoc Vu*, Jean-Benoît Le Cam+ 

*Department of Continuum Mechanics, RWTH Aachen University, Eilfschornsteinstr. 18, 52062 

Aachen, Germany 

E-mails: {itskov,vu}@km.rwth-aachen.de  

+Institut de Physique UMR 6251 CNRS/Université de Rennes 1, Rennes, France 

E-mail: jean-benoit.lecam@univ-rennes1.fr 

Keywords: strain-induced crystallization, calorimetric effects, physically-based modeling 

1. Introduction 

 Crystallization is the generation of regular molecular structures (crystallites) from amorphous 

polymer chains. The high regularity of the side group orientations in polymer chains allows natural 

rubbers to crystallize when undergoing deformation. This phenomenon is referred to as strain-induced 

crystallization. The strain-induced crystallization is supposed to play an important role in the 

elastomer reinforcement and enhances the resistance to crack growth in natural rubbers. So far, it has 

been mostly investigated by using X-ray diffraction which cannot measure calorimetric effects 

accompanying the strain induced crystallization. These effects result from the phase transition during 

crystallite nucleation, growth and melting.  

2. Thermodynamics of strain induced crystallization 

 Recently, infrared thermography has been combined with mechanical measurements to detect the 

heat production and absorption as well as crystallization degree during cyclic loading of natural 

rubbers [3]. To this end, the intrinsic dissipation due to viscosity and stress softening is evaluated 

under cyclic loading by the energy balance. Energy contributions to the hysteresis loop converted into 

heat and stored in the material are separated. Accordingly, the hysteresis loop in the strain-stress 

relationship does not systematically correspond to intrinsic dissipation and can be partly due to the 

stored energy. The percentage of the stored energy has been quantified as a function of the maximum 

stretch applied. The strain-induced crystallinity and the crystallization onset have also been evaluated 

from the heat power density response. According to results of biaxial tests strain induced 

crystallization also takes place in filled rubbers although at higher stretch ratios. 

3. Kinetics and computational modeling of strain induced crystallization  

 In the present contribution (see also [4-5]), a physically-based constitutive model for filled natural 

rubbers [1-2] is coupled with infrared thermography based calorimetry to study strain-induced 

crystallization. The kinetics of phase transition outside thermodynamic equilibrium is discussed and 

underlying mechanisms of nonequilibrium strain-induced crystallization are interpreted. In Fig. 1 a 

formation of crystal nucleus in polymer chains under stretch is illustrated for example. The 

crystallization nucleation begins when the nucleus size reaches the critical dimension so that a 

crystallite forms in the strand. Then, with increasing stretch the nucleation occurs in a neighboring 

chain in the strand. Further stretching leads to the formation of more and more crystallites in the 

network strand. Once all chains in the strand become semi-crystalline, the saturation of crystallization 

nucleation takes place. The so formed crystallites can spontaneously melt. Under unloading the 

melting rate even exceeds the crystallization rate, which finally leads to the amorphous state. 
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Figure 1. Formation of crystal nucleus in polymer chains under stretch 

 

The constitutive model of strain induced crystallization is based on the free energy formulated for the 

semi-crystalline network separately for the equilibrium and nonequilibrium state. A special attention 

is focused on thermic and deformation dependent parts of the entropy of a single polymer chain. 

 To capture multiaxiality of strain-induced crystallinity, the analytical network-averaging is 

applied. In order to describe the Mullins and rate-dependent effects in filled natural rubbers, we also 

consider the filler-interaction. To this end, the rate-independent and dependent damage is captured by 

an equilibrium and nonequilibrium filler-polymer network, respectively. The total free energy is 

composed by entropic and energetic contributions of the semi-crystalline chains and of the filler-

polymer interaction. Finally, we prove the thermodynamic consistency of the proposed model. 

 The model was validated by comparison to experimental data both from uniaxial and biaxial cyclic 

tests. In all these tests, model predictions demonstrated good agreement with the corresponding 

experimental data not only with respect to stress-strain curves but also to the crystallization degree 

and the heat source.  

4. Conclusions 

 The proposed model is able to describe many important effects accompanying stress-induced 

crystallization as for example zero intrinsic dissipation in a loading cycle or the influence of the 

biaxiality ratio. Another important finding is that not only equilibrium but also nonequilibrium 

thermodynamics should be involved when studying and modeling strain induced crystallization in 

rubbers. 
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1. Introduction 

     The problem of the target probability distribution assessment is a significant part of maritime 

operations, specifically search and rescue (SAR) operations. New research into maritime SAR 

decision-making is urgently needed in order to improve its capabilities [1]. Algorithms that are based 

on Lagrangian and Eulerian flow field specifications have been widely used to solve this problem[2]. 

In this study, the precision and computing efficiency of the Lagrangian and Eulerian approaches for 

the modeling of the dynamics of the probability distribution driven by the sea surface flow will be 

assessed. The Lagrangian method is based on modeling advection of passive particles with a system 

of first-order differential equations. The Eulerian approach is based on solving a non-steady two-

dimensional partial differential equation which describes the motion of a passive scalar field. 

2. Simulations of probability distribution using Lagrangian and Eulerian approach 

 The Eulerian test model is based on data gathered from the ROMS (Regional Ocean Modeling 

System) database which is an ocean numerical model that uses primitive equations to describe the 

behavior of the ocean in a particular area [3]. Simulation of the probability distribution with the 

Eulerian approach has been conducted using open-source CFD framework OpenFOAM [4]. This 

approach requires a numerical mesh in order to solve specific equations for reaching the solution. 

Figure 2 shows probability distribution obtained using the Eulerian approach, where probability (i.e. 

scalar concentration) is in the range from 0-1 (0-100%). 
 

 
Figure 2. The exact location of the missing person (left) at the beginning of the search, and the drifted 

probability distribution after 3 days (right). ROMS data is nested to simulate realistic behavior. 

 

In this case, the probability distribution corresponds to a passive scalar in a reference frame that is 

fixed in space. Scalar concentration is governed by the advection-diffusion equation (1): 

 

                                                       
𝜕𝑐

𝜕𝑡
= 𝐷𝛻2𝑐 − 𝑣 · 𝛻𝑐           (1) 

where 𝑐 is a dimensionless passive scalar concentration, 𝐷 is diffusion coefficient [m2/s], t is time 

[s] and 𝑣 is velocity field [m/s] 
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 The Lagrangian approach is based on a description of the fluid in a reference frame that is moving 

with an infinitesimal fluid particle [5]. The considered surface flow velocity field for the Lagrangian 

approach is generated from real data. Surface velocity data of the test model is computed using 

HYCOM  [6]. The data consists of 3-hourly longitudinal and latitudinal velocity components, while 

the spatial resolution is 1/25 degrees in each direction. The main idea is to induce a high number of 

tracers within the pre-resolved flow field and model the tracer drift using before mentioned 

approaches. By computing the local density of tracers, a probability distribution can be assembled at 

future times (Figure 1). This method does not require a numerical mesh and eliminates the artificial 

diffusion associated with Eulerian schemes. 

 

 
Figure 1. The estimated splash area A (purple diamond) and the drifted probability distribution of 

search targets on the first day of actual search for plane debris (March 28) [6]. 

3. Conclusions 

    We studied computational efficiency and accuracy of Lagrangian and Eulerian approaches for 

modeling the dynamics of the probability distribution in SAR operations. The appropriate approach 

in these situations can be a key factor for effective response to tragic accidents. With that in mind, 

this study addresses and outlines key differences between methods, their precision, total computation 

time and evaluation of their applicability in real-world SAR operations. 
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1. Introduction 

 This paper deals with stability and performance analyses of an active acoustic metamaterial cell. 

The cell can be used to propagate vibrations in a non-reciprocal manner. A fully coupled structural-

acoustic FEM model of the system is used to derive mobility functions necessary to analyse its 

dynamic behaviour.  Idealised velocity sensors and force actuators are assumed. 

2. Active acoustic metamaterial cell modelling, stability and performance analysis 

 The scheme of the active acoustic metamaterial barrier and a cross-section of its single cell are 

shown in Figure 11. The barrier is a repeating pattern of identical cells stacked in the x- and y-

directions, transmitting vibrations in the z-direction. Each cell consists of four rectangular panels and 

three rectangular air cavities between them. The two actuators are driven by velocity signals obtained 

by sensors collocated with one mechanical terminal of each actuator. The other terminal is not 

equipped with a sensor so that the transducer pairs are in a non-collocated configuration. The two 

feedback loops are utilised in a decentralized configuration implementing the same feedback gain g.  

 
Figure 11 Active metamaterial barrier (left) and single cell concept (right) 

 Mobility functions, considering point forces at centres of the panels as inputs and velocities at the 

same points as outputs, are obtained using the modal decomposition method, 0.The modal 

decomposition is performed by a fully coupled structural-acoustic finite element model. 

 The derived mobility functions are used to obtain the sensor-actuator open-loop frequency 

response function (OL-FRF) matrix in order to assess the closed-loop system stability properties using 

the generalized Nyquist stability criterion, 0. Figure 12 shows the two eigenvalues of the sensor-

actuator OL-FRF matrix indicating a nearly unconditional control system stability. 

1 4
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Figure 12 Amplitude and phase plots (left) and Nyquist contour (right) of the two eigenvalues of the 

sensor-actuator open-loop frequency response matrix: faint red line - 𝝀𝟏, dashed blue line - 𝝀𝟐 

Additionally, the mobility matrix of the closed-loop system is derived, in order to evaluate the cell 

performance using an approach similar to that of reference [2]. Figure 3 shows the characteristic 

mobility functions of the system, 𝒬41 and 𝒬14, for active (red and blue lines) and passive (two 

overlapping black lines) systems. 𝒬41 determines the velocity of point 4 when the system is excited 

by a force at point 1, whereas 𝒬14 determines the velocity of point 1 when the system is excited by a 

force at point 4, (see Figure 1, right plot).  

 
Figure 13 Amplitudes of the characteristic frequency response functions of the activated system 𝓠𝟏𝟒 

and 𝓠𝟒𝟏: faint black line – passive system (reference), dotted blue line – 𝓠𝟏𝟒, solid red line – 𝓠𝟒𝟏 

3. Conclusions 

 A decentralized control scheme, utilizing sensors and actuators in a non-collocated configuration, 

is used to develop an active acoustic metamaterial. Such an active waveguide is able to propagate 

vibrations in a non-reciprocal manner over a broad frequency band, suppressing them in one direction, 

while amplifying them in the opposite direction. The active system can also be designed to have 

desirable stability properties, at least under the assumption of ideal sensors and actuators. 
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1. Introduction 

 Serviceability limit state is a key issue in the assessment of slender structures under pedestrian 

loads. Guidelines and standards [1,2] require that accelerations do not exceed certain limit values. 

When not meeting this requirement, an increase of the structural damping is usually prescribed. The 

simplest way to do this is by means of inertial devices such as Tuned Mass Dampers (TMD).  

The present work is based on the Experimental Modal Analysis (EMA) [3] to estimate the modal 

properties of a structure using a set of Frequency Response Functions (FRF) and the subsequent 

assembly of the TMD (as a Single Degree of Freedom (SDOF) system) and its optimisation for 

minimizing the dynamic response of the structure. Entire procedure is made using modal coordinates. 

2. Experimental layout 

 The structure under study is a walkable timber footbridge 13.5 metres long and weighing 855 kg 

(Figure 1). Although it is mainly simply supported at its ends, it also has a central elastic support. 

Also shown in Figure 1 is a commercial shaker and a homemade TMD. The TMD consists of a frame 

attached to the side of the timber structure. The frame supports a certain moving mass cantilevered 

by flexible frictionless elements so that the movement is vertically confined without the need for 

additional mechanical elements such as linear guides. The damping is achieved through eddy currents 

in such a way that it does not induce friction. Consequently, the whole device can be perfectly 

modelled as a linear SDOF system. More details can be found in [4]. 

 
Figure 1. Timber structure, shaker, accelerometers and TMD  

3. Developed methodology 

 A control technology approach, which models physical systems as MIMO (multi-input, multi-

output) systems through a state space, has been used to address the problem. The methodology 

developed has two steps: 
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 The first step consists of the modal identification of the system. To do this, design curves are 

created, relating the physical properties of the actual TMD to its identified on-board properties. Once 

the EMA of the footbridge is performed (without any TMD), experimental FRF are obtained for a 

certain parameter of the SDOF assembled. Specifically, in all scenarios the stiffness and damping are 

invariant and just the moving mass varies in a narrow range. Then, the modal properties of the generic 

TMD that, coupled to the model of the structure, best fit each of the experimental FRFs are found, 

and the design curve for the effective mass of the TMD in the structure is constructed. The obtained 

curve has the slope close to 1, as expected, so that the increase in the physical moving mass coincides 

with the increase in the effective moving mass. 

 The second step consists of tuning the TMD and testing its on-board performance. To do this, 

another computational optimisation process is employed where, fixing stiffness and damping, the 

mass that minimises the largest amplitude of the accelerance may be found. Using the design curve, 

the actual mass corresponding to the optimal effective mass is found and installed in the real TMD. 

Finally, it is checked that the computational FRF set matches the experimental FRF with the new 

moving mass attached.  

 
Figure 2. Comparison between experimental and computational results  

4. Conclusions 

Figure 2 shows the comparison between the computational FRF, in yellow, and the experimental FRF, 

in blue, with the objective moving mass installed, according to the proposed methodology. The 

similarity of the results validates the presented approach, so that it is possible to prescribe and to 

install, in a single attempt, the best TMD, according to the defined criteria, to be fit to any structure 

under study. 
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1. Introduction 

 Questions on 3D phenomena in battery thermal management systems are no longer exclusively 

answered by 3D-CFD. Modeling engineers target to resolve 3D problems already on the system level 

(Figure 1a). CRUISE™ M’s [1] answer to this is new “Battery Module” component (Figure 1b).  It 

describes the electrical, thermal, and mechanical interaction of pouch and prismatic cells on module 

level.  

a)  
b)  

Figure 1.  BEV system level model featuring multiple physical domains (a) 

and simplified model with single battery module (b) 

2. Battery Module component 

 The Battery Module component features various stack assemblies, thermoregulation concepts and 

operating conditions. The component facilitates modeling of battery modules with a maximum 

flexibility through a tailored input workflow. 

 A simulation engineer can easily configure (Figure 2) the assembly of battery cells, compression 

pads, cooling plates and housing, their geometries and materials (1st step), define the electrical 

connection pattern of the battery cells (2nd step), specifies the thermal contact resistances between 

stack elements and the housing plates and configures arbitrary thermal connections to any kind of 

thermoregulation network (3rd step). Additionally, he/she can opt for different kinds of battery cell 

models: AVL model, Batemo models [2] or even a custom cell model (4th step). 

 To get first insights into mechanical aspects you can opt for mechanical model [3]. You need to 

provide information on the cell swell as a function of state-of-charge, state of health and temperature 

and you can tick a few boxes to turn on a bending model or the consideration of bolds added to the 

housing (5th step). 

 What is innovative? Battery Modul offers right sizing the model complexity (away from full 

blown CFD) to a nearly RT capable approach. 
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Figure 2.  Let us have a look at the 4 steps we need to take 

to get a Battery Module ready for the electrothermal simulation. 

3. Results 

 
Figure 3.  3D Results – Temperature distribution in Battery Module 

The Battery Module component features the potential to pull classical 3D-CFD simulation activities 

to the level of system simulation. 

• The time to setup comprehensive thermal models is drastically reduced 

• The model size and number of components in a model is melted down  

• The maintenance of thermal models significantly simplified 

• The computational performance is raised 

• Simulation of entire battery packs is made possible with reasonable effort 
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1. Introduction 

 The phase-field (P-F) method is the most promising diffusive approach for modelling fracture 

phenomena, but it is sensitive on the value of the length-scale parameter [1], and requires the use of 

high-density mesh as well as high computation costs.  

 This paper presents a length-scale insensitive P-F model. In contrast to the model in [2], where the 

derivatives of a degradation function and the local part of a crack surface density function with respect 

to the phase-field at the undamaged state are utilized, we employ the scaling factor of the crack surface 

density function to obtain length-scale insensitivity. Following ideas from [3], a new family of crack 

surface density functions and a new softening law concept are introduced, which enable independent 

calibration of the P-F profile, the stress-strain response and the critical stress. In the conventional 

Finite Element Method (FEM) framework, a fully broken specimen contains one layer of fully broken 

elements. To develop this layer, additional spurious fracture energy needs to be dissipated, and the 

critical energy release rate and the critical force are seemingly increased. To reduce this additional 

parasitic fracture energy and reduce the mesh density requirements, a discretization by finite elements 

and finite volumes was utilized in [4]. In this work, a new dual-mesh discretization scheme is 

proposed, with the primary triangular mesh and the secondary polygonal or triangular mesh.  

2. Methodology 

 Length-scale insensitivity is obtained defining the considered softening law in the form 

 𝛼 = 𝛼(𝑔) = 𝛼(𝑔(𝜙, 𝑎)),  (1) 

and by using the new crack surface density function defined by 

 𝛾 =
1

𝑐
(
1

𝑙
𝜙𝑎 + 𝑙𝑏−1𝑘|∇𝜙|𝑏) , 𝑐 = 𝑐(𝑎, 𝑏), 𝑘 = 𝑘(𝑏),  (2) 

where 𝜙, g and l are the phase field, the energy degradation function, and the length-scale parameter, 

respectively. a and b are tunable scalar parameters. The considered softening law can always be 

written as �̅� = �̅�(𝜀)̅, with �̅� and 𝜀 ̅ as scaled (dimensionless) stress and strain. We additionally obtain:  

 𝜙𝑜𝑝𝑡 = (1 −
|𝑥|

𝑝𝑙
)
𝑝
, 𝑝 = 𝑝(𝑎, 𝑏), 𝜎𝑐𝑟𝑖𝑡~√

𝐺𝑐𝐸

𝑐𝑙
, (3) 

where 𝜙𝑜𝑝𝑡 is the optimal 1-D phase-field profile with 𝜙𝑜𝑝𝑡(0) = 1 and 𝜙𝑜𝑝𝑡(±∞) = 0. It is clear 

now that by choosing 𝑎, 𝑏, l and , one can control the stress-strain response, the critical stress and 

the phase-field profile independently.  

A new dual-mesh discretization approach is proposed, with the primary triangle mesh used for the 

deformation energy and the secondary polygonal mesh for the fracture energy. The nodes of the 

secondary mesh are placed at the centers of mass of triangle elements of the primary mesh. The nodes 

of the primary mesh contain only displacements, while the nodes of the secondary mesh carry the 

phase-field information. Two methods for generating the secondary mesh are proposed. Firstly, the 
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polygonal mesh is formed by connecting the centers of mass of primary mesh elements. The second 

option is a further triangulation of thus obtained polygons.   

 

Figure 1. Generation of secondary mesh (blue lines and dots) from primary mesh (black lines and dots) 

3. Preliminary results 

A rectangular plate with a horizontal predefined crack is considered.  The crack length is equal to the 

plate half-width. The length and width of the plate are 6mm and 1mm, respectively. Material 

parameters are 𝐺𝑐 = 0.1MPa ⋅ mm , 𝐸 = 10000MPa, 𝑣 = 0.3, and 𝑙 = 0.1mm. Uniform tensile 

stress is applied of both the top and the bottom surface of the plate. The convergence of the critical 

force with respect to the size of the primary mesh is observed. The mesh size is normed to the length-

scale. In Fig. 2, we observe a superior convergence of the dual-mesh approach in comparison to the 

standard FEM approach and the FEM-Finite Volume (FV) approach [4]. In case of the secondary 

polygonal mesh, the critical force is somewhat underestimated. Preliminary results have shown that 

in all discretization schemes mesh requirements might dominantly be set by the critical stress, rather 

than by the length-scale. 

   
Figure 2. Critical force with respect to length-scale 
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1. Introduction 

 The mechanical behaviour of materials is largely influenced by their microstructure, which 

consists of several constituents of different properties and shares. To consider the impact of the 

structural phenomena at the microscale of materials, the last few decades have been characterized by 

the intense development of multiscale methods, which are able to analyse material behaviour at 

multiple levels, i.e., scales. Concurrent multiscale methods [1, 2] are based on the realization of a 

direct link between the lower and higher level, i.e., the microstructure’s behaviour and the response 

of the material at the macroscale. After solving the boundary value problem at the microscale, which 

is defined through the Representative Volume Element (RVE), the results of the analysis need to be 

homogenized, i.e., averaged. The averaged results are then used as input for solving the macroscale 

boundary value problem. Since both micro- and macro-level are discretized by finite elements, the 

whole process, which includes analysis at both scales leads to long computational time and high costs 

of computational resources. 

 Intensive development of the computational resources and novel multiscale algorithms have 

lowered the computational time needed to complete the analysis and brought the multiscale 

procedures closer to commercial use. Significant progress in computational resources savings and 

computational time shortening of a concurrent multiscale approach has been achieved by using a data-

driven, self-consistent clustering algorithm [3]. Based on the data compression and k-means 

clustering, the algorithm is characterized by a significant reduction in the number of degrees of 

freedom at the microscale, which is decomposed into a relatively small number of sub-domains, i.e., 

clusters – Figure 1. 

           

 a)                                                                      b) 

Figure 1. a) Unit cell, b) Unit cell decomposed into eight clusters 
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 Although the number of degrees of freedom at the micro-level is significantly reduced, the 

homogenized values do not deviate significantly from the homogenized values obtained via the Finite 

Element Method. Because of this, the time needed to perform a concurrent multiscale procedure is 

reduced by several orders of magnitude, while the accuracy of the final result is satisfactory. 

  However, complex problems involving a significant number of degrees of freedom at the 

macroscale, the occurrence of large strains [4], and localized effects such as plasticity and damage 

[5] still require a long computational time. Conducting microscale analysis for each integration point 

inside each increment greatly contributes to the overall computational time, while the use of 

homogenized values in finite element analysis reduces the convergence rate of a global system of 

equations. 

2. Submodeling approach 

 To further increase computational time efficiency, this study will examine the influence of the 

choice of the multiscale submodel size on the test specimens. The aim is to determine to what extent 

is possible to omit the multiscale procedure from macroscale finite elements, without significantly 

altering the accuracy. It is not unknown that geometric discontinuities, notches, and various 

constrictions create areas with high concentrations of stress and strain, for which fine mesh density 

with a low level of distortion is needed. Following the same principle, it can be assumed that the 

multiscale analysis is crucial at points of high concentrations of stress and strain since the occurrence 

of plastic deformations and damage will start there. Therefore, the multiscale procedures will be 

performed exclusively on elements that fall into the defined submodel, while for the second group of 

other elements a standard analysis of homogeneous material, according to the laws of local continuum 

mechanics, will be utilized. 

 Examples will include 2D and 3D samples with geometric discontinuities and notches which will 

be analysed with different sizes of multiscale submodels. By varying the size of the submodel, it will 

be possible to determine the true benefits of this approach and conclude the optimal size of a submodel 

for a given problem. 
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1. Introduction 

     In this work, adaptive procedure using hierarchical Fup [1] basis functions and control volume, is 

presented. Fup basis functions belong to the class of atomic basis functions and can be regarded as 

infinitely differentiable splines [2]. Hierarchical Fup (HF) basis functions and hierarchical B-splines 

(HB and truncated version THB) are closely related. However, HF have the option of local hp-

refinement such that they can replace certain basis functions at one resolution level with new basis 

functions at higher resolution level that have a smaller length of the compact support (h-refinement) 

and higher order (p-refinement). Using adaptive hierarchical procedure with Fup basis functions 

provides spectral convergence rate [3] which presents a substantial improvement in comparison to 

the HB or THB that enables polynomial convergence. Conservation is an interesting feature of the 

control volume formulation. The conservation is exactly satisfied over any CV (local conservation), 

as well as over the whole computational domain (global conservation.) 

2. Methodology 

2.1. Basis functions 

 Fup basis functions belong to the class of atomic functions (see [1,2]) and span vector space of 

algebraic polynomials. Furthermore, their properties are closely related to the more known B-splines. 

For 1-D Fup basis functions, 𝐹𝑢𝑝𝑛
𝑙  defined on Ξl (resolution level l) can be represented as linear 

combination of  (𝑛 + 2)  𝐹𝑢𝑝𝑛+1
𝑙+1  defined on 𝛯𝑙+1 (higher resolution level). However, since 2-D Fup 

basis functions are made as tensor product of the 1-D Fup basis functions, 𝐹𝑢𝑝𝑛
𝑙 (𝑥, 𝑦) defined on 

level l can be represented as a linear combination of (𝑛 + 2)𝑥(𝑛 + 2) i.e., (𝑛 + 2)𝑑 𝐹𝑢𝑝𝑛+1
𝑙+1  defined 

on the level 𝑙 + 1, 

 𝐹𝑢𝑝𝑛
𝑙 (𝑥, 𝑦) = ∑ ∑ 𝐶𝑛+1

𝑖 𝐶𝑛+1
𝑗
𝐹𝑢𝑝𝑛+1

𝑙+1 (𝑥 −
𝑖

2𝑛+1
+

𝑛+1

2𝑛+2
)𝐹𝑢𝑝𝑛+1

𝑙+1 (𝑦 −
𝑗

2𝑛+1
+

𝑛+1

2𝑛+2
)𝑛+1

𝑗=0
𝑛+1
𝑖=0  (1) 

where 𝐶𝑛+1
𝑖  and 𝐶𝑛+1

𝑗
 are refinement coefficients and 𝑑 represents dimensional (in this case 𝑑 = 2). 

2.1. Control volume isogeometric analysis (CV-IGA) 

 To derive CV-IGA, the 2-D parameter space defined by uniform knot vector is shown in Figure 

1. Domain is subdivided into a set of control volumes (CVs) such that each CV surrounds one 

corresponding vertex (Figure 1- black dots) of basis functions and CVs boundary is defined at half 

distance between neighboring vertices.  

 In Figure 1, the focus is on the grid point 𝑉𝑖,𝑗  (represents basis function vertex), which has the 

surrounding grid points 𝑉𝑢 , 𝑉𝑑 , 𝑉𝑙  and 𝑉𝑟  as its neighbors. Moreover, 𝐶𝑉𝑖,𝑗  boundaries (Figure 1 

– red line) are marked as 𝛤𝑖,𝑗,𝑢, 𝛤𝑖,𝑗,𝑑 , 𝛤𝑖,𝑗,𝑙 , and 𝛤𝑖,𝑗,𝑟.  
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Figure 1. Control volume scheme for 2-D case. 

 In Figure 1, the focus is on the grid point 𝑉𝑖,𝑗  (represents basis function vertex), which has the 

surrounding grid points 𝑉𝑢 , 𝑉𝑑 , 𝑉𝑙  and 𝑉𝑟  as its neighbors. Moreover, 𝐶𝑉𝑖,𝑗  boundaries (Figure 1 

– red line) are marked as 𝛤𝑖,𝑗,𝑢, 𝛤𝑖,𝑗,𝑑 , 𝛤𝑖,𝑗,𝑙 , and 𝛤𝑖,𝑗,𝑟.  

 Figure 2 shows a nested sequence of CVs domain, together with the corresponding vertices for 

each resolution level l, where each CV is linked with only one vertex (basis function). This means 

that the number of basis functions corresponds to the number of CVs. 

 
Figure 2. A nested sequence of CV domains for the construction of the Fup hierarchy according to 

relation 𝛺𝑙 ⊇ 𝛺𝑙+1 for 𝑙 = 0,1,2 for 2-D case. 

 

4. Conclusions 

Adaptive procedure based on hierarchical Fup (HF) basis functions and the control volume IGA 

formulation is presented. Fup basis functions belong to the class of atomic functions and have the 

option of local hp-refinement. The application of hierarchical Fup basis functions enables higher 

continuity and smoothness of the solution while providing spectral convergence. Furthermore, control 

volume formulation retains the conservation property of governing equations.  
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1. Introduction 

 In the past years the development and investigation of composite materials with improved 

mechanical properties has been an important area of interest, both in practical applications and in 

research. One example is fiber-reinforced concrete, which consists of a fine-grained concrete matrix, 

into which short fibers are embedded to enhance its tensile strength and ductility. The interaction of 

the different components and microstructural effects, such as micro cracks, influence the macroscopic 

properties. The resulting complexity of the material behavior makes accurate predictions and the safe 

application of such new materials rather difficult. Therefore, detailed simulative investigations of 

these materials are an essential contribution to understanding their material properties and failure 

mechanisms. 

 Inertia effects due to dynamic loads complicate predictions of the material response even further. 

Phenomena like crack branching and coalescence lead to complicated fracture networks, making 

accurate and efficient simulations challenging. Fully macroscopic models oversimplify the problem, 

leaving potentially important fine scale effects disregarded, while micro- and mesoscale models lead 

to an immense computational effort. That is why in this contribution a multiscale approach is 

employed that combines the accuracy advantages of a detailed micro model with the efficiency of a 

macro model.  

2. Numerical methods  

2.1. Multiscale approach 

 Many common multiscale methods show difficulties regarding localization effects, such as 

fracture. Moreover, modeling dynamic phenomena and wave propagation can be problematic due to 

the occurrence of spurious wave reflections within the fine scale and along the interface between fine 

and coarse scale. That is why special care must be taken when choosing an appropriate multiscale 

method. The multiscale approach employed here, is based on the Multiscale Projection Method 

(MPM) 0 and the Generalized Finite Element Method with global-local enrichment (GFEMgl) 0. They 

share the basic idea that in certain areas of interest, a more detailed analysis is conducted, in order to 

include fine scale effects in the coarse scale simulation. The two approaches are concurrent, meaning 

that the scales are coupled both ways. In both cases, the solution from the coarse scale problem is 

used as boundary condition for the fine scale simulation. While the MPM transfers information from 

fine to coarse scale by projecting certain values, in the GFEMgl the coarse scale displacement field is 

enriched with information from the fine scale. For the extension to dynamics, inertia terms are added 

to the governing equation on both scales. 

2.2. Fine scale  

 On the fine scale, a phase-field approach is employed, in order to capture the behavior of evolving 

crack surfaces efficiently and accurately. The phase-field method originates in the variational 

formulation of brittle fracture by Francfort and Marigo 0, which permits the development of almost 

arbitrary fracture networks. It is related to Griffith's energy-based theory of fracture and states that 
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the energy, consisting of internal elastic, external and dissipation energy from the formation of new 

surfaces, must be minimized. Later, Bourdin et al 0 proposed a way to numerically treat the problem, 

by introducing an additional scalar field, the phase-field ϕ, which distinguishes between an 

undamaged and a broken phase of the material. Consequently, fractures are no longer considered 

discrete, but are smeared over an area regulated by a length parameter lc. Since complex loading 

scenarios are considered, including both tensile and compressive parts, it is important to apply a split 

of the elastic strain energy. That way, only tensile contributions lead to fracture propagation, while 

compressive parts have no influence. 

2.3. Coarse scale  

 On the coarse scale, only a basic elasticity problem is solved, where the displacement field within 

the multiscale domain is enriched. In contrast to other common enrichment strategies for cracks, 

which consist of a jump and crack tip enrichment, here, a numerical enrichment is applied. It is 

automatically obtained from the displacements calculated on the fine scale. In order to avoid near 

linear dependencies and conditioning issues, a Babuška 0 stabilization is used. This enrichment 

strategy is similar to the one by Geelen et al 0, who developed an enriched multiscale method for 

quasi-static fracture simulations. In addition, the material degradation, resulting from the smeared 

crack approach on the fine scale, is projected to the coarse scale, modifying the elastic stiffness of the 

material. 

3. Conclusion 

    Overall, an accurate, but efficient way to simulate dynamic fracture propagation in fiber-reinforced 

concretes is presented. By combining the two multiscale methods, even detailed microscopic features 

can be resolved in the vicinity of cracks, while the overall structural analysis is kept simple and 

efficient. The extension to dynamics allows for the simulation of impact loads and wave propagation 

in the specimen. Additionally, the phase-field approach is convenient, since crack nucleation, 

coalescence and branching are possible without the need for additional propagation criteria or 

geometry information. Since in 3D simulations fractures take up only a small fraction of the full 

volume, single scale phase-field simulations are cumbersome, due to the necessary local mesh 

refinements. The resulting differences in element size are especially unfavorable for transient 

analyses, which is why keeping fine and coarse scale problems separate is particularly suitable in this 

case. Moreover, the simulations of independent fine scale problems allow for an efficient 

parallelization.   
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1. Introduction 

    Carbon nanotube (CNT) properties research has been one of the most active research fields in 

nanomechanics and nanotechnology for more than two decades, as CNTs enable exciting new design 

ideas and advances. Computational modeling has improved our understanding of the properties and 

structural behavior of CNTs. Due to time-consuming simulations, available molecular dynamics 

(MD) models are usually assessed on a limited set of single-walled carbon nanotube (SWCNT) 

configurations. Therefore, a thorough research of the stress-strain relationship of CNTs is still 

missing. As many MD simulations are required to generate a large and reliable dataset, machine 

learning approaches can effectively reduce these computational costs,  

 In this study, a novel neural network approach for modeling uniaxial stress-strain curves of 

SWCNTs with diameters less than 4 nm is proposed. Multilayer perceptron (MLP), an architecture 

most commonly used in materials science, was compared to 1D convolutional neural network (CNN), 

a state-of-the-art DL algorithm, and residual neural network (ResNet) - a popular image classification 

model architecture. Data extracted directly from atomic-scale simulations in [1] was used to train the 

above model architectures. The three trained models were validated by comparing the estimated 

uniaxial stress-strain curves with those obtained from MD simulations. The impact of various input 

feature combinations on the prediction of thermal fluctuations is studied. 

2. Methods 

2.1 Molecular dynamics model 

 The tensile stress-strain curve dataset was created through a series of molecular dynamics 

calculations in LAMMPS. The system was first energy-minimized, then equilibrated at 300 K for 25 

ps, which inevitably introduced thermal noise into the results. The uniaxial tensile test was the final 

step, which involved applying loading to one end of the SWCNT by prescribing the velocity. The 

SWCNT’s length and diameter as geometric properties were constantly monitored and recorded. With 

the current diameter, which is significantly affected by thermal vibrations, and current length at hand, 

the volume of the SWCNT was then approximated by a hollow cylinder. The volume is used to obtain 

the axial stress in a SWCNT by averaging the virial stresses in the SWCNT. The true stresses were 

accompanied by the true strains to obtain the uniaxial stress-strain curve. 

 2.2 Machine learning model 

 Each of the 818 configurations was tested for three different equilibrated configurations due to the 

stochastic nature of the atoms' thermal fluctuations. The obtained results were then averaged over 

three sets of simulations. The total number of points is 1,592,272 with an average of 1,946 points per 

curve. The dataset was randomly split into the training, validation, and test sets in a 60:20:20 ratio. 

The input data was comprised of the chiral indices n and m, the current diameter D, the true strains εt, 
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and the current temperatures T. The output data was the uniaxial true stress σt. For the MLP and CNN 

model architectures, a sequential model was constructed, whereas the ResNet model architecture was 

implemented from [2]. The mean square error loss function was used for optimization, with smaller 

loss values indicating better model fit. The most successful network architectures were chosen based 

on the lowest error.  

3. Results and discussion 

    The best MLP is 2-Dense50 model with RMSE = 0.0045, the CNN is 1-Conv64-Dense50 model 

with RMSE = 0.0043, and for the ResNet architecture this is 10-ResNet16 model with RMSE = 

0.0065. The near-ideal predictions of the three models for the CNT (11, 2), which has rather strong 

thermal fluctuations, are shown in Fig. 1. 

 

 

              (a)                                                    

(b)                                                   (c) 
Figure 1. Stress-strain curves for CNT (11, 2) predicted by: (a) 2-Dense50, (b) 1-Conv64-Dense50, (c) 

10-ResNet16 

 

    The NN does not begin to predict thermal fluctuations with great precision until the current 

diameter D is added to the initial list of input features n, m, εt, and T. In terms of metrics, CNN 

performs somewhat better than MLP and ResNet in predicting stress-strain curves with included 

thermal fluctuations, regardless of whether the prediction is for small or large nanotubes. Both MLP 

and CNN model architectures perform similarly when thermal fluctuations are completely smoothed 

out, whereas ResNet is incapable of smoothing out the stress-strain curve.  
 

4. Conclusions 

    The uniaxial stress-strain curves estimated by the trained artificial neural networks correlate highly 

with the curves calculated using atomistic simulations. MLP, 1D CNN and ResNet precision was 

primarily compared using RMSE, MAE, and R2, indicating that the 1D CNN model architecture is 

slightly more accurate than both MLP and ResNet. It was found that only the diameter together with 

the chiral indices and the true strain in the input features leads to a completely accurate prediction of 

atomistic thermal fluctuations.  
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1. Introduction 

 The behavior of asphalt mixtures is described by linear or nonlinear viscous material models, 

usually with temperature-dependent properties 0. One of the simplest rheological models suitable for 

the analysis of asphalt mixtures is Burger's model. It consists of a Kelvin and a Maxwell element 

connected in series. In this work, we introduced nonlinearity into the classical Burger model since the 

springs are described by an exponential force-displacement law 0. The laboratory experiments used 

for testing asphalt specimens are based on indirect tensile tests. In these tests, a cylindrical specimen 

is loaded along the edge to failure while force and displacement are recorded. Viscous materials are 

sensitive to the rate of loading 0, so the load is applied very slowly. 

2. Mathematical model 

 Burger's rheological model is shown in Figure 1 and is mathematically formulated with equation 

(1), which is a system of algebraic differential equations. 

 𝐹11(𝜀𝑒1(𝑡)) = 𝜇𝑀
𝑑𝜀𝑣1(𝑡)

𝑑𝑡
  

 𝐹21(𝜀𝐾(𝑡)) + 𝜇𝐾
𝑑𝜀𝐾(𝑡)

𝑑𝑡
= 𝜇𝑀

𝑑𝜀𝑣1(𝑡)

𝑑𝑡
 (1) 

𝜀𝑒1(𝑡) + 𝜀𝑣1(𝑡) + 𝜀𝐾(𝑡) = 𝜀𝑎(𝑡) 

The unknown variables are e1, v1 and K and are all functions of the pseudo time t. Further, 

𝐹11(𝜀𝑒1) =  𝜀𝑒1 𝐸𝑀𝑒𝑥𝑝 (−
𝜀𝑒1

𝑎𝑀
) and 𝐹21(𝜀𝐾) =  𝜀𝐾 𝐸𝐾𝑒𝑥𝑝 (−

𝜀𝐾

𝑎𝐾
). In total, our model has six 

parameters: viscosities M and K, moduli EM and EK, and non-physical parameters aM and aK. 

 

  
Figure 1. Scheme of Burger's rheological model, with notation 

 

2.1. Experimental procedure 

 The experiments were performed in two phases according to the standard HRN EN 12697-

23:2003. In the first phase, the specimens were tested to determine the effect of temperature and 

bitumen-to-sand ratio on the peak force at failure. In the second phase, the specimens with extreme 

results were further tested. The tests were performed in the laboratory of the Faculty of Civil 
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Engineering in Rijeka. The resulting force-displacement curve was plotted until the failure of the 

specimen and presented in Figure 1. The force-displacement curve resulting from equation (1) is also 

shown in Figure 1 for comparison. No specific procedure was used to estimate the model parameters, 

so there is clearly room for improvement. 

 

  
Figure 2. Experimental results, displacement - force diagram 

 

4. Conclusions 

We are developing a model to estimate parameters from indirect tension tests for asphalt. At this 

stage, no specific method has been used to estimate the model parameters. Further work will include 

appropriate inverse methods for estimating the relevant parameters. 
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1. Introduction 

 Many sensors and data acquisition devices provide us with a large amount of data, and estimating 

properties and parameters from measurements is becoming increasingly important. Some material 

properties can be measured directly, but most can only be estimated indirectly. Structural parameters 

can almost always only be estimated indirectly. 

 Due to the mounting technique with an elastic resin, the boundary conditions of a glass plate are 

between simply supported and clamped. However, comparing the results of computer models and 

experiments requires a fairly accurate knowledge of the extent to which the supports are clamped. 

In this paper, we present a method for estimating the boundary conditions of glass plates based on 

measurements of the vibration velocity at some points on the plate. 

2. Model 

 The mathematical model is based on the theory of thin plates discretized with spectral elements 0. 

Among other possibilities, Chebyshev polynomials are chosen for spatial interpolation of the domain 

of the differential equation. The application of the spectral method is to solve the strong formulation 

of a structural problem. The method can be formulated using matrix differentiation operators 

 𝒑𝑥 = 𝑫𝑁 ∙ 𝒑 . (1) 

where p is a vector of discrete data of size N, px is its derivative, and DN is a matrix differential 

operator, a square matrix of size [NxN]. The boundary conditions must be included in DN. The plate 

is modelled with the Kirchhoff equation for thin plates discretized with N and M points in each 

direction. After discretization, the thin plate equation has the form 

 ∆∆𝒘 = (𝑰𝑀⊕𝑫𝑁
4 ) + 2(𝑫𝑀

2 ⊕𝑰𝑁)(𝑰𝑀⊕𝑫𝑁
2 ) + (𝑫𝑀

4 ⊕ 𝑰𝑁) . (2) 

Here  is the Kronecker product and DN and DM are the derivative matrices for the respective 

directions. The corresponding boundary conditions are substituted into equation (2) with Lagrange 

multipliers. The load must be discretized in a form compatible with equation (2). 

3. Experimental procedure 

 Our experimental setup consists of a laser Doppler vibrometer, an excitation device with frequency 

generator, and accelerometers with loggers. The glass plate is excited and the vibration velocities are 

measured with the laser Doppler and the accelerations with the accelerometers. The spectrum of the 

excitation is as close as possible to the white noise spectrum. Fig.1 shows some of the experimental 

equipment and some measurement results. The recorded data are then compared with the vibration 

results from the numerical model. 
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Figure 1. Laser Doppler vibrometer and recorded vibration velocities 

 

4. Parameter estimation 

 Unknown boundary conditions are parameterized with the parameter 'k', which describes the 

extent of the constraint on the supports and has a value in the interval (0..1). The parameter 'k' is 

visible only after the boundary conditions are introduced using Lagrange multipliers. The procedure 

is similar to [1], [2] and [3], but at this stage of development only experimental and calculated 

vibration results are compared. 

5. Conclusions 

    We propose to estimate the constraint on thin plates using experimental measurements and 

numerical simulations. The unknown extent of the constraint on the supports is determined from 

different types of data sets, such as displacements, velocities, and accelerations at different sampling 

frequencies. The extraction of the unknown parameter 'k' is done using inverse analysis techniques. 
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1. Introduction 

 Laboratory experiments provide us with a large amount of data, and estimation of properties and 

parameters from measurements is becoming increasingly important. Usually, the data are linked to a 

mathematical model that must establish the appropriate connections between the parameters. 

2. Mathematical model 

 The mathematical model is based on simple beam theory and a fractured cross section discretized 

into layers 0. The material behavior is different in tension and compression; equation (1) describes 

the concrete and equation (2) the force-displacement law of the steel fibers. 

 𝑓(𝑥, 𝑎𝑡 , 𝑏𝑡, 𝑎𝑐 , 𝑏𝑐) = {
𝑎𝑐𝑥𝐸𝑒𝑥𝑝(−𝑏𝑐𝑥)     𝑖𝑓𝑥 < 0

𝑎𝑡𝑥𝐸𝑒𝑥𝑝(−𝑏𝑡𝑥)     𝑖𝑓𝑥 ≥ 0
 (1) 

 𝑓(𝑥, 𝐹𝑡 , 𝐸𝑢, 𝐸𝑑) =

{
 

 
𝑥𝐸𝑏𝑒𝑥𝑝(−𝑏𝑐𝑥)     𝑖𝑓𝑥 < 0
𝑥𝐸𝑢     𝑖𝑓𝑥 > 0 ∧ 𝑥 < 𝑥𝑒𝑙𝑎𝑠𝑡

(𝑥 − 𝑥𝑒𝑙𝑎𝑠𝑡)𝐸𝑑      𝑖𝑓𝑥 ≥ 𝑥𝑒𝑙𝑎𝑠𝑡 ∧ 𝑥 < 𝑥𝑙𝑖𝑚𝑖𝑡
0      𝑖𝑓𝑥 > 𝑥𝑙𝑖𝑚𝑖𝑡

 (2) 

Here at, bt are the concrete parameters in tension and ac, bc in compression. The parameters for steel 

fibers are: Ft is the threshold force, Eu and Ed are the elastic moduli at loading and unloading. 

Equations (1) and (2) are shown graphically in Figure 1. 

 The material behavior of concrete and steel is related in the equilibrium equations  

 
𝐹(𝜖, 𝜅) = 𝛥ℎ∑𝑖=1

𝑙𝑎𝑦𝑒𝑟𝑠
𝑓𝑐[(ℎ𝑖 − 𝜖ℎ)𝑡𝑎𝑛(𝜅)] + ∆𝑎 𝑓𝑎(ℎ𝑎 − 𝜀 ℎ) = 0

𝑀(𝜖, 𝜅) = 𝛥ℎ∑𝑖=1
𝑙𝑎𝑦𝑒𝑟𝑠(ℎ𝑖 − 𝜖ℎ)𝑓𝑐[(ℎ𝑖 − 𝜖ℎ)𝑡𝑎𝑛(𝜅)] + ∆𝑎 (ℎ𝑎 − 𝜀 ℎ) 𝑓𝑎(ℎ𝑎 − 𝜀 ℎ) = 0

. (3) 

In equations (3) the first one stands for the force balance and the second one for the moment balance. 

Equation (3) is shown graphically in Figure 2. 

 Unknown parameters are defined in equation (1) and (2). At this stage of development, we perform 

only a parametric analysis; the optimal parameters are determined by testing from a set of solutions. 

Further work would involve an inverse procedure for parameter estimation, similar to 0 and 0. 

2.1. Experimental procedure 

 Three beams of each type were tested; dimensions were 70 x 70 x 280 mm with 210 mm span 

between supports, without and with steel fibers. For the beams with fibers, several steel fibers were 

placed in a row in the notch. The bending tests were performed with a servo-controlled hydraulic 

machine in the laboratory of the Faculty of Civil Engineering in Rijeka. The resulting force-

displacement curve was recorded until the failure of the beam, i.e. until a deflection of at least 3 mm, 

in order to determine the post-peak behavior. During the experiments, we recorded three parameters 

in the middle cross section of the tested beam: Deflection, Crack Opening Deflection (CMOD) and 

the loading force. All data are recorded together with the magnitude of the time step. 
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Figure 1. Force displacement diagram for concrete and fiber, ductile and brittle 

 

  
Figure 2. Equilibrium equation for many and for few fibers in the cross section 

 

4. Conclusions 

      We perform a verification of the model using a parametric analysis. At this stage, it is important 

that we obtain numerical results that are mathematically similar to the experimental data. Further 

work will include appropriate inverse methods to estimate the relevant parameters. 
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1. Introduction 

 Conical vortices develop on the top surface of cubic buildings subjected to oblique wind flow. 

Extreme suction occurs on the body surface underlying such vortices. These aerodynamic loads may 

cause severe structural damage and failure. Conical vortices are highly relevant for a wide range of 

aerospace, civil, mechanical, and wind engineering applications. Many studies have comprehensively 

tackled this complex issue, while there are still some open questions including further aspects of the 

boundary layer turbulence effects on pressure distribution and particularly fluctuations on a flat top 

body surface in the oblique fluid flow. 

2. Methodology 

 Experiments were performed in a boundary layer wind tunnel at the Technical University of 

Munich, Germany. Three turbulent boundary layers (TBLs) were created using the Counihan [1] 

approach, i.e. the castellated barrier wall, vortex generators and surface roughness elements. The 

fundamental difference between these three TBLs was in their turbulence levels, i.e. they were either 

low-turbulent (LT), mid-turbulent (MT), or high-turbulent (HT). Instantaneous velocities were first 

measured in the empty wind-tunnel test section, i.e. without the cube. This was performed 

simultaneously in three coordinate directions using a triple hot-wire probe DANTEC 55P91. The 

sampling rate was 1.25 kHz and the total record length was 150 s. One cube with 0.2 m long edges 

was the experimental model. It created the test section blockage of 0.84% that is considerably smaller 

than the critical blockage of 6%, West and Apelt [2], so the results were not corrected. The pressure 

measurements were simultaneously performed on all cube surfaces except the bottom surface. The 

flow incidence angle was at 40o in all experiments. On each of the vertical cube surfaces there were 

35 pressure taps and on the top surface there were 49 pressure taps used for performing steady 

pressure measurements. The sampling rate in steady pressure measurements was 100 Hz during 15 s. 

The unsteady surface pressure was measured at 15 points on the top cube surface The sampling rate 

in unsteady pressure measurements and the recording time were 2 kHz and 20 s, respectively. The 

steady pressure coefficient cp and the unsteady pressure coefficient cp,rms on the cube were calculated 

using the mean flow velocity at the height that corresponds to the height of the top cube surface. More 

details are available in Kozmar [3]. 

3. Results 

 The conical vortices develop above the top surface of the wall-mounted cube as the flow separates 

from the leading edges of the top cube surface. These flow characteristics are exhibited in the cp 

distribution on the top cube surface, Figure 1. Two zones immediately downstream of the leading 

edges of the top cube surface characterized by strong suctions can be clearly observed. These two 

suction zones are underlying the cores of the two conical vortices. The larger mean suction acts on 

the top body surface in less turbulent flows (e.g. the LT boundary layer compared to the MT boundary 

layer and more so to the HT boundary layer), thus indicating that the conical vortices are generally 

stronger in the smooth flow than in the turbulent flow. 
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a) b) 

  
c) 

 

Figure 14. Distribution of cp coefficients on the top surface of the wall-mounted cube subjected to a) 

low-turbulent, b) mid-turbulent, c) high-turbulent boundary layers, adopted from [3] 

4. Conclusion 

 The conical vortices developed above the top surface of the wall-mounted cube are clearly 

observed as two zones characterized by strong suction. With an increase in the turbulence in the 

incoming flow, the strong suction zones decrease in size with a simultaneous increase in the size of 

the weak suction zone on the central area of the top cube surface. This indicates that the conical 

vortices are generally larger in less turbulent (smoother) flows than in more turbulent flows. 
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1. Introduction 

 Widely used mesh-based methods, such as the finite element, finite difference, and finite volume 

methods, use spatial grids to approximate the geometric shape of a model and introduce a finite 

number of nodes to specify boundary conditions and perform numerical computations. In addition to 

standard techniques, collocation method is particularly easy to implement because no mesh 

generation and numerical integration is required, regardless of the geometric shape of the domain. 

We only need to ensure that the functional basis is smooth enough to be inserted into the resulting 

differential equation at the collocation points. There is a well-developed WEB-spline method for 

arbitrary bounded multidimensional domains based on a collocation method and B-splines as basis 

functions [1]. However, the problem of how to incorporate mixed boundary conditions into the 

collocation space for boundary value problems on general domains in two or more dimensions still 

remains. One possibility is a numerical method that enables exact treatment of all prescribed boundary 

conditions at all boundary points that combines the solution structure method and a collocation 

technique [2]. In this paper, a new algorithm is presented to solve the boundary value problems on 

general domains. 

2. Methodology 

 The approach combines the collocation method and atomic basis functions of algebraic type called 

Fup functions [3]. This choice of basis functions provides smooth approximation on regular grids. 

The marked dots in Fig. 1 show the centers of the supports of internal and external basis functions. 

The internal basis functions have a large portion or all of their support in the domain. The external 

basis functions are close to the boundary with a support that is partly in the domain and partly outside 

the domain. In order for the Fup functions approximation to be complete, we need to keep all external 

functions in the base and write a conditional equation for each of them. 

 The centers of the supports of internal Fup basis functions can be used as collocation points. All 

conditional equations related to the boundary of the domain are written at the collocation points on a 

stepped polygon inscribed in the given domain. The known value of the boundary condition at a point 

on the boundary of the domain is satisfied from the collocation point inside the domain in such a way 

that the Dirichlet or Neumann boundary condition develops into the Taylor series. The mismatch 

between the number of basis functions and interpolation conditions is solved by writing additional 

equations from the known conditions at the boundary of the domain also in the form of development 

into the Taylor series. 

 The method is particularly successful in combination with Rvachev's theory of R-functions [4] 

that provide a powerful tool for accurate geometry description. The domain is represented in implicit 

form by means of some smooth function  that takes on zero values on the boundary of the domain 

and is positive in the interior of the domain. Rvachev’s R-function method combines  functions for 

elementary domains according to Boolean operations. 
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a)                     b)  

Figure 1. a) Internal (full circles) and external (crosses) Fup basis functions. White circles mark the 

irrelevant Fup functions having no support inside of the domain. b) Triangular cross section 

3. Numerical results 

 Numerical properties of the proposed approach are demonstrated by solving boundary value 

problem for Poisson equation with homogeneous Dirichlet boundary conditions. We analyzed a 

benchmark torsion problem for a bar with the cross section shown in Fig. 1b) with known exact 

solution. Numerical results for shear stresses and the torsional rigidity of cross section are obtained 

using Fup2(x,y) basis functions. Fig. 2 presents convergence diagram of torsion rigidity value. It can 

be seen that the expected convergence rate p = 2 is achieved. 

 

 
Figure 2. Convergence diagram of torsion rigidity value for triangular cross section 

4. Conclusions 

 The high efficiency of the proposed method is achieved by using a collocation technique that 

allows easy application, as well as by using atomic Fup basis functions that ensure the accuracy of 

the approximation and the smoothness of the solution. The use of R-functions enables the accurate 

description of the geometry of the domain and the writing of equations that satisfy the boundary 

conditions at the points of the boundary of the domain.  
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1. Introduction 

 Within the last decade, the phase-field method (PFM) gained increasing popularity in the context 

of computational fracture mechanics because of its beneficial behaviour regarding fracture 

phenomena like crack initiation, propagation, branching and merging, even though extremely fine 

meshes around discontinuities are necessary. In this contribution, a Finite Element Method (FEM) is 

presented that uses a transformed phase-field ansatz and an enriched displacement field ansatz in 

order to be able to reduce the computational effort without loss in accuracy, compared to standard 

PFM simulations. 

2. Transformation and Enrichment of the Phase-Field Approach 

 In contrast to the eXtended Finite Element Method (XFEM) [1], where the geometry of a 

discontinuity is represented in an explicit manner by e.g. level-set functions, the PFM describes a 

discontinuity in a regularized manner. In the context of fracture mechanics, a phase-field variable ϕ 

interpolates between unbroken (ϕ = 0) and fully fractured material (ϕ = 1). Formulating GRIFFITH-

theory as an energy minimization problem [2], the energy Es dissipated for creating a new crack 

surface Γ reads 
 

 
 

where Gc is the material depended fracture energy and γl the regularized crack surface density function 

[3]. The parameter l defines the width of the transition zone between the broken and unbroken 

material. Depending on ϕ, the elastic energy Ee is degraded by a degradation function g(ϕ). Within a 

one-dimensional setup, the solution ϕ(x)   =   exp(-|x|/l) can be identified for a fully developed crack if 

the crack is located at x  =  0 and ϕ(x=-∞)  =  ϕ(x=+∞) = 0 holds. In this case, the displacements u must 

follow the slope of a jump function (e.g. HEAVISIDE step function as used in the XFEM). In order for 

the regularized crack surface Γl to converge to the correct crack surface Γ, the length parameter l must 

be small compared to the dimension of the considered body. As a consequence, high gradients ∇ϕ and 

strains ε occur. These gradients can only be approximated precisely within the FEM, if the element 

size h goes to zero (using linear or quadratic standard shape functions). 

 To overcome this deficiency, a transformation of the phase-field ansatz and an enrichment of the 

displacement field ansatz is introduced. A possible transformation for the approximation of the phase-

field ϕh can be defined as 
 

 
 

where NI are quadratic standard shape functions and ϕI are the nodal degrees of freedom. The choice 

for the function f should somehow match to the desired solution, e.g. 
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FINEL et. al. first introduced such a transformation of a phase-field ansatz in the context of the Finite 

Difference Method and a weak discontinuity [4]. For the approximation of the displacement field, the 

XFEM [1] is applied. Thereby, the crack geometry is directly extracted from the phase-field ϕ rather 

than described by level-set functions. A possible choice for the approximation uh of the displacement 

field reads 

 

 
 

where uI are the standard degrees of freedom and aI the enriched degrees of freedom. The enrichment 

function uϕ
enri directly depends on the phase-field degrees of freedom. The directional derivative Dr 

is defined in direction r perpendicular to the crack surface. 

3. Numerical results 

 To demonstrate the method, a square plate with an initial crack exposed to a tensional load is 

considered. The element size h of the quadratic triangular elements is chosen equal to the internal 

length l. Fig. 1 shows the results for the phase-field and the displacement field in vertical direction. 

The detailed views demonstrate the insensitivity against coarse meshes. 

 

  

(a) Phase-Field (b) Displacement-Field (vertical direction) 

Figure 1: Phase- and displacement field of a mode I tension test directly before total failure 
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1. Introduction 

 The coefficient of friction during braking changes. Its value is the result of a number of physical 

processes occurring on the contact surfaces of the contacting bodies. The most important measurable 

parameters are the velocity, temperature and contact pressure. In order to take into account the 

variable value of the coefficient during braking in modeling temperature, it is necessary to solve the 

system of equations of heat dynamics of friction and wear [1,2]. Calculations of the axisymmetric 

temperature fields with velocity, temperature and pressure dependent coefficient of friction were 

performed in the article [3]. 

2. Measurement of the thermophysical properties and coupled calculations of 

temperature of the brake using the finite element method 

 In this work, a computational model of a railway vehicle disc brake was proposed to simulate 

changes in temperature fields. The purpose of calculations was to estimate an effect of material 

properties on the basis of five different formulations of the organic composite linings on the friction 

characteristics of the brake at the coefficient of friction dependent on velocity, temperature and 

contact pressure. The prototype brake pads were manufactured from friction mixtures by molding to 

comply with standard UIC200 shape of railway brake pads. In order to compare different mixtures, 

the basic composition was created. It consisted of a rubber, phenol-formaldehyde resin, vulcanizers 

and curing agents, mineral fibers, graphite, antimony sulfide and calcite. Then five mixtures were 

made according to the following recipes. First included only calcite, second – calcite and steel fiber, 

third – steel fiber, forth – calcite and copper fiber and the last one – copper fiber only. After preparing 

the material samples, the temperature-dependent thermophysical properties were determined. It was 

specific heat capacity, thermal conductivity, and thermal diffusivity. 

 Having the brake pads prepared, the measurements of brake disc temperature 1 mm under the 

friction surface in six points were carried out at the Railway Research Institute in Warsaw. The 

process of braking for each material lasted more than one hour, however in this study, only the 

beginning of that period was taken into account. 

 The main goal was to include in the computational model dependence of the coefficient of friction 

on velocity, temperature and contact pressure. Therefore the data measured at the test stand in the 

Railway Research Institute in Warsaw were adapted. Five initial braking applications at one nominal 

contact pressure 0p p=  were taken into account. In order to obtain two parameter function of the 

coefficient of friction ( , )f V T  data in the tabular form consisted of three columns was created. This 

table was imported to the software for creating 3D plots (Surfer). Next the developed graphical 

representation of the function ( , )f V T  in a grey scale was imported to the finite element based 

software COMSOL Multiphysics and transformed into analytical function (Fig. 1a). That process 
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was repeated for five different material of the brake pad. Similar approach was proposed in the article 

[4]. 

 After preparing five dependences of the coefficient of friction, the calculations of temperature of 

the pads and the disc were carried out for the first braking application. The simulation was coupled 

which means that the only parameter defined was the initial velocity, mass per one braking system, 

function of exponential increasing contact pressure and the developed two-parameter function for the 

coefficient of friction ( , )f V T . In order to verify the model, mechanical energy converted into hear 

was calculated and shown in Fig. 1b. The calculated temperature was verified by experimental data. 

 

 
 

(a) (b) 

Figure 1. Approximated dependence of the coefficient of friction on velocity and temperature (a); 
changes in energy converted into heat during braking for five brake pad materials 1–5 (b) 

3. Conclusions 

 Based on the carried out research it was found that the calculations of changes in the brake disc 

temperature using the 3D finite element coupled model and the corresponding values of temperature 

measured agreed well. Better coincidence was found for the change in the velocity of the vehicle. The 

main difficulty in obtaining agreement in temperature stems from the measurement. The 

thermocouples used in the experiment introduce additional heat generation due to friction. Therefore 

further studies will focus on searching for other method the better copy the changes in contact 

temperature on the friction surface of the disc.  
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1. Introduction 

 Modelling instabilities in structures undergoing complex deformation is usually reflected in 

sensitive behaviour of numerical solution methods and thus represents a significant challenge in the 

numerical modelling. In the present work, we address the problem of strain softening which is often 

observed in brittle heterogeneous materials in combination with non-linear response of spatial frames. 

When a stress dependent critical condition is reached at a material point of a body, discontinuities in 

strain field occur due to the loss of uniqueness of strain measures when evaluated from known stresses 

in the localized region. In our analysis we will focus on beam-like structural elements with proper 

consideration of nonlinear geometry and material nonlinearity including the softening regime. Such 

model requires accurate detection of critical conditions corresponding to the singularity at the cross-

sectional level and efficient treatment of discontinuities in the strain field as well as the efficient and 

robust evaluation of stress resultants and cross-sectional tangent modulus [1]. The proposed approach 

is based on velocity-based beam formulation with energy preservation by Zupan and Zupan [2] where 

the tangent space of the non-linear configuration space of the beam is spanned using only additive 

quantities and thus avoiding typical problems with rotational degrees of freedom. The computational 

advantages of the formulation are preserved after the efficient detection of cross-sectional singularity 

and post-critical treatment of localized strains are implemented into the formulation.  

2. Methodology 

 The present formulation is based on a second order approximation in time using the implicit 

energy-preserving midpoint time integration. Among the various possibilities of describing the 

rotations, the quaternion algebra is employed. The primary unknowns in the present work are chosen 

to be velocities and angular velocities as it provides convenient representation of tangent space with 

distinct numerical advantages of additive type update procedure and consistency of standard additive 

type interpolations when expressed in suitable reference frame. Standard Galerkin finite element 

method is employed for the spatial discretization [2]. The final discretized governing equations of the 

three-dimensional beam reads 

 

 ∫ [
𝜌𝐴

ℎ
(𝒗[𝑛+1] − 𝒗[𝑛])𝑃𝑖 + 𝒏

[𝑛+1/2]𝑃𝑖
′ − �̃�[𝑛+1/2]𝑃𝑖] 𝑑𝑥 − 𝛿𝑝𝒇𝑒

[𝑛+1/2]
= 𝟎,

𝐿

0

 (1) 

   

   

 ∫ [
𝑱𝜌 

ℎ
(𝜴[𝑛+1] − 𝜴[𝑛])𝑃𝑖 + 𝜴

[𝑛+1/2] × 𝑱𝜌𝜴
[𝑛+1/2]𝑃𝑖 +𝑴

[𝑛+1/2]𝑃𝑖
′

𝐿

0

  

 −(𝜞[𝑛+1/2] − 𝜞0) × 𝑵
[𝑛+1/2]𝑃𝑖 − 𝑲

[𝑛+1/2] ×𝑴[𝑛+1/2]𝑃𝑖 (2) 
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 −(�̂�∗[𝑛+1/2] ∘ �̃�[𝑛+1/2] ∘ �̂�[𝑛+1/2])𝑃𝑖] 𝑑𝑥 − 𝛿𝑝𝑴𝑒
[𝑛+1/2]

= 𝟎.  

 

 The description of the notation used can be found in [2]. Furthermore, the formulation has been 

upgraded to enable for the detection of critical load level and critical cross-section. The stress-strain 

relations of the material fibre and the stress-resultants over the cross-section are evaluated by 

numerical integration of stresses over the cross-section [1].  The post-critical treatment for the singular 

cross-sections is implemented at the level of primary unknowns by introducing additional degrees of 

freedom that account for peak-like discontinuities in strain measures. The robustness and accuracy of 

the proposed methodology will be demonstrated using the following numerical example. 

3. Numerical Example 

 A spatial cantilever beam with softening hyper-elastic constitutive law is considered here. The 

geometric and material properties of the beam are: length 𝐿 = 100, width t = 2, height ℎ = 5, shear 

modulus 𝐺 = 7692, torsional moment of inertia 𝐽1 = 20.8333, shear areas 𝐴2 = 𝐴3 = 8.3333, yield 

stress 𝜎𝑦 = 50, yield strain 𝜖𝑦 = 0.0025 and ultimate strain 𝜖𝑢 = 0.0075. 

 

 
Figure 1. Spatial bending of hyper-elastic cantilever beam 

 

We assume the following stress-strain law for the material: 

 𝜎(𝜖) =

{
 
 

 
 
𝜎𝑦

𝜖𝑦
𝜖                                               0 ≤ |𝜖| ≤ 𝜖𝑦,

𝜎𝑦

𝜖𝑢 − 𝜖𝑦
(𝜖𝑢 − 𝜖)𝑠𝑖𝑔𝑛(𝜖)        𝜖𝑦 < |𝜖| < 𝜖𝑢 ,

0                                                     |𝜖| ≥ 𝜖𝑢,

  

where 𝜖(𝑦, 𝑧) =  𝛤𝑥 − 𝑦𝛫𝑧 + 𝑧𝛫𝑦 is the normal strain of an arbitrary fiber (𝑦, 𝑧). 
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1. Introduction 

 Functionally graded thin-walled beams and structures are used in many engineering applications 

due to their very good strength-to-weight ratio, improved thermal resistance and high fracture 

toughness. Many papers have addressed the behaviour of FGM box-beams subjected to a variety of 

loading and placed in a high-temperature environment, but only some of them are cited here [1-6]. 

 In this paper, a beam model for thermal buckling analysis of FG thin-walled closed sections beams 

is discussed. The model is based on Euler-Bernoulli-Navier bending theory and Vlasov torsion theory, 

assuming large displacement and small strains. The equilibrium equations of the finite elements are 

developed by an updated Lagrangian formulation. Material properties are assumed to be graded across 

the wall thickness and temperature-dependent. Three cases of the temperature rise over wall thickness 

are considered, which are uniform, linear and nonlinear. Numerical results are obtained for closed 

sectoins beams with different boundary conditions and temperature distributions to investigate the 

effects of the power-law index on the critical buckling temperature and post-buckling response. 

2. Numerical model 

 Assume that the beam is made of a functionally graded material. The material properties 

are assumed to vary continuously through the wall thickness from a metal-rich outer surface to a 

ceramic-rich innerr surface according to power-law as defined in [7]: 

 P(n,T)=[Po(T)-Pi(T)]∙Vc(n)+Pi(T), (1) 

where P represents the effective material property such as Young’s modulus E, shear modulus G, 

coefficient of thermal expansion  α, and thermal conductivity κ, respectively. The 

subscripts i and o represent the inner and outer surface constituents while Vc is the volume fraction 

of the ceramic phase. In this work, the material properties are assumed to be temperature-dependent. 

 Vc = (0,5+n/t)p. (2) 

     The stress-strain relation in terms of generalized Hooke’s law form can be written as follows:  

σz = E (n,T) ∙ [εz – α (n,T) ∙ ΔT], 

                                                                 τs = G (n,T) ∙ γzs,   (3) 

where σz and τzs are stress components, εz and γzs are strain components; n, s denote the flange normal 

and transverse direction while z is parallel to the beam axis; ΔT is a temperature change, T0 is the 

reference temperature. 

 

     The beam is subjected to a uniform, linear and nonlinear temperature distribution over the beam 

wall thickness.  

 

2.1. Examples 

      The thermal buckling of the beam was analyzed for three different boundary conditions (double-

sided clamping, double-sided joint supports and, combination) and different values of the power-

law index p. The results of the author's beam model were verified with a numerical model based on 
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solid and shell finite elements. FG material was simulated through homogeneous layers. Table 1 

shows a comparison of the critical temperatures obtained by the beam, solid and shell model for the 

simply supported beam and the different potency values p.  

      In the following examle, thin-walled FG box beam with the length l = 8 m, height h = 0.2 m, 

width b = 0.1 m and wall thickness t = 0.005 m is carried out. The FG material properties are assumed 

as follows: Alumina (Ec = 380 GPa, αc = 7.2∙10-6 1/C0) and Aluminium (Em = 70 GPa, αm = 2.3∙10-5 

1/C0). The Poisson’s ratio is assumed to be constant ν = 0.3. Table 1 shows a comparison of the 

critical temperatures obtained with the beam, shell and solid model for the double clamped box beam 

and the different power-law values p subjected to uniform temperature rise. Table 1 shows critical 

temperatures obtained with the beam and solid model for the double clamped box beam and the 

different power-law values p subjected to linear temperature rise.  

Table 1 Critical temperatures for simply supported box beam; uniform temperature distribution 

p 0 0,2 0,5 1 5 10 

Beam model 41,683 31,665 26,893 23,033 17,3099 15,713 

Shell model 41,578 31,568 26,395 23,004 17,792 16,511 

Solid model 41,329 31,769 26,678 23,373 18,12 16,749 

Table 2 Critical temperatures for clamped box beam; linear temperature distribution 

p 0 0,2 0,5 1 5 10 

Beam model 333,67 245,97 212,09 196,71 165,08 144,79 

Solid model 337,53 256,00 219,60 204,50 175,72 156,74 

  

4. Conclusions 

     A beam model for thermal buckling analysis of FG thin-walled beams has been developed and 

verified on the example of thermal buckling of a beam with different boundary conditions and 

functions of changing the material through to the wall thickness, and the results were compared with 

a numerical model.  

     In future work, it is planned to analyze the geometrically nonlinear behavior of FG composite 

beams and frames exposed to the environment with variable temperatures. 
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1. Introduction 

 This study applied in-situ 4D X-ray Computed Micro-tomography (XCT) experiments, where the 

advanced pore morphology (APM) foam elements were 3D scanned and compressed simultaneously 

for the first time [1,2]. Such an approach enables a direct comparison between the mechanical 

response and the internal structure of the closed-cell foam and gives results on how the deformation 

of the internal structure affects the mechanical response of the aluminum alloy foam. 

2. Materials and Methods 

 To determine how the deformation of the internal structure and its changes during compression 

are related to its mechanical response, in-situ time-resolved XCT experiments were performed 

(Fig. 1), where the APM foam elements were 3D scanned during a compressive loading procedure. 
 

 

Figure 1. Experimental setup (left), visualization of APM foam element microstructure (right) 
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 Simultaneously applying mechanical loading and radiographical imaging enabled new insights 

into the deformation behaviour of the APM foam samples when the mechanical response was 

correlated with the internal deformation of the samples. The experimental procedure consists of 25 

loading steps using in-house developed loading and imaging devices (Fig. 2). 
 

 
Figure 2. Displacement field presented on frontal section in 5th, 15th and 25th loading step 

 

 The data from the tomographic reconstruction has been processed by an in-house two-step digital 

volume correlation (DVC) procedure. The algorithm uses a two-step procedure to estimate the 

correlation coefficients, initially at the pixel level and then at the sub-pixel level to reach higher 

accuracy. 

4. Conclusions 

 Combination of 4D XCT is highly effective method for full field assessment of the deformation 

characteristics of the objects with complex microstructure. Using DVC algorithm, the 25 

displacement fields up to 50% macroscopic engineering deformation was calculated. This result could 

be used for validation of the numerical simulation.   
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1. Introduction 

 The main goal of this research is to reconstruct detailed flow field based on sea surface velocity 

measurements collected at scattered points (e.g., velocity values obtained by floating drifters). 

Accurate velocity field reconstruction on various scales is a common problem in oceanography [1–

3]. We propose a simulation-optimization approach where the resulting flow filed is obtained by 

fitting boundary conditions of two-dimensional fluid flow numerical simulation in order to determine 

the flow field by minimizing the difference between the measured and simulated velocities. We 

designed three steady-state test cases which were simulated within the OpenFOAM CFD framework. 

The proposed velocity field reconstruction is thoroughly tested using several heuristic optimization 

algorithms. We investigate efficiency and accuracy of implemented framework for different number 

of optimization parameters and number of scattered measurements locations.  

2. Simulation-optimization approach for velocity field reconstruction 

 Numerical flow field simulations are computed using simpleFoam solver incorporated inside 

OpenFOAM [4]. SimpleFoam employs semi-implicit method for pressure linked equations [5] in 

order to solve the continuity equation: 

 ∇ ∙ 𝒖 = 0 (1) 

and momentum equation:  

 ∇ ∙ (𝒖⊗ 𝒖) − ∇ ∙ 𝑹 = −∇𝑝 + 𝑺𝑢 (2) 

where 𝒖 is velocity, 𝑹 is stress tensor, 𝑝 is kinematic pressure and 𝑺𝑢 is momentum source. 

 

 We developed three synthetic test cases with increasing complexity and number of boundary 

conditions. The optimization vector consisted of values which define the inlet velocity profile. Figure 

1 displays the second test case with five optimization variables used to describe every inlet. Each 

optimization variable represents fluid velocity component normal to the inlet surface and they are 

uniformly spaced across the inlet area starting from the edges. The optimization goal is to find the 

velocity at inlets which lead to the minimal discrepancy between measured velocities and simulated 

flow velocities at certain points.  

 Numerous simulation-optimization runs were executed to determine the optimal size of the 

optimization vector. The aim of varying the number of optimization variables is to balance computing 

time and flow filed accuracy. Every unnecessary variable vastly increases computing time and 

provides negligible changes in accuracy, so it is essential to assign an optimal number of variables. 
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Figure 15. Synthetic test case consisting of two inlets and an outlet with simulated flow field. White 

arrows represent simulated fluid velocity vectors which are scaled by velocity magnitude. Red arrows 

depict measured velocity vectors and the optimization goal is to minimize the difference between red 

and white arrows (velocity vectors). Inlet velocity values are represented with blue arrows and specified 

by optimization variables which describe the velocity profile as shown in detail on inlet 2.   

 

 Optimization was conducted using Indago numerical optimization module for Python 3 [6,7]. It 

was developed at the Department for Fluid Mechanics and Computational Engineering of the 

University of Rijeka, Faculty of Engineering and contains several swarm-based optimization 

algorithms for real fitness function optimization over a real parameter domain. Particle Swarm 

Optimization (PSO) and Fireworks algorithm (FWA) were used, both of which are heuristic 

optimization methods.  

3. Conclusions 

Investigation of required boundary conditions degrees of freedom was conducted to make the flow 

field simulation of the given problem satisfactory. Number of needed drifters (scattered 

measurements) for precise flow field reconstruction was analyzed. Different heuristic optimization 

methods were compared in terms of efficiency.  

References 

[1] Gonçalves RC, Iskandarani M, Özgökmen T, Thacker WC. Reconstruction of Submesoscale Velocity 

Field from Surface Drifters. Journal of Physical Oceanography 2019;49:941–58. 

https://doi.org/10.1175/JPO-D-18-0025.1. 

[2] Toner M, Poje AC, Kirwan AD, Jones CKRT, Lipphardt BL, Grosch CE. Reconstructing Basin-Scale 

Eulerian Velocity Fields from Simulated Drifter Data. 2001. 

[3] Chang Y, Hammond D, Haza AC, Hogan P, Huntley HS, Kirwan AD, et al. Enhanced estimation of 

sonobuoy trajectories by velocity reconstruction with near-surface drifters. Ocean Modelling 

2011;36:179–97. https://doi.org/10.1016/j.ocemod.2010.11.002. 

[4] Weller HG, Tabor G, Jasak H, Fureby C. A tensorial approach to computational continuum mechanics 

using object-oriented techniques. Computers in Physics 1998;12:620. https://doi.org/10.1063/1.168744. 

[5] Caretto LS, Gosman AD, Patankar S v., Spalding DB. Two calculation procedures for steady, three-

dimensional flows with recirculation. Proceedings of the Third International Conference on Numerical 

Methods in Fluid Mechanics 1973:60–8. https://doi.org/10.1007/BFB0112677. 

[6] Družeta S, Ivić S. Examination of benefits of personal fitness improvement dependent inertia for Particle 

Swarm Optimization. Soft Computing 2017;21:3387–400. https://doi.org/10.1007/S00500-015-2016-7. 

[7] Družeta S, Ivić S, Grbčić L, Lučin I. Introducing languid particle dynamics to a selection of PSO 

variants. Egyptian Informatics Journal 2020;21:119–29. https://doi.org/10.1016/J.EIJ.2019.11.005. 

 

  



10th International Congress of Croatian Society of Mechanics 

September, 28-30, 2022, Pula, Croatia 

 

 

183 

 

 

A posteriori estimates by the hypercircle method 

Philip L. Lederer*, Rolf Stenberg+, Third Author* 

* Department of Mathematics and Systems Analysis 

Aalto University, Espoo, Finland 

E-mail: philip.lederer@aalto.fi  

+ Department of Mathematics and Systems Analysis 

Aalto University, Espoo, Finland 

E-mail: rolf.stenberg@aalto.fi  

Keywords: mixed finite elements, postprocessing, a posteriori error estimates, hypercircle method 

1. Introduction 

 The classical Prager-Synge hypercircle theorem [4] for linear elasticity can be stated as follows. 

Let σ be the exact stress field and let Σ be a statically admissible approximation to it. Further, let U 

be a kinematically admissible approximation to the displacement and let Aε(U) be the corresponding 

stress approximation with A being the constitutive equation. Then it holds  

∥σ –½ (Σ + Aε(U))∥ =½∥Σ − Aε(U)∥, 
 

where ∥ · ∥ is the energy norm. In other words, with ½(Σ + Aε(U)) as the approximation, we know 

the error exactly.  

 

2. The approximation by mixed finite element methods 

 This theorem we use in the following manner [2, 3]. By a mixed method we obtain a statically 

admissible stress field. The kinematically admissible displacement we get by a two-step 

postprocessing of the displacement of the mixed method. By a local, element-by-element, 

computation [1, 5], we get a new displacement field with an increased accuracy. From this we 
compute a new continuous displacement by averaging the degrees of freedom along edges and 
nodes. For the approach we perform a complete numerical analysis and present supporting 
numerical results.  
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1. Introduction 

 The modern engineering seeks for the design of structures with an increased complexity, which 

leads to the necessity for new materials with enhanced properties to meet the demands put on 

efficiency, costs, and environmental impact. To meet this increasing standard on structural design as 

structural health, material failure is one of the most important factors which govern the design life of 

the structures and structural components. A significant number of components and constructions is 

subjected to the repeated loading cycles, causing material fatigue [1]. Material fatigue can be 

classified as low- and high-cyclic fatigue regime [6]. In high-cyclic regime (over 100 000 cycles), 

material behaviour is elastic, leading to a brittle fracture. The numerical methods for modelling of the 

material fatigue are mostly based on the principles of the classical fracture mechanics, relying on 

Paris’ law [2]. Alternative methods are based on the extension of the constitutive material models by 

fatigue effects [3,4].  

 The phase-field approach to fracture modelling recently attracted many researchers due to its 

abilities to encompass crack initiation and propagation without introducing any ad hoc criteria. Crack 

topology is approximated by a continuous variable differentiating broken and unbroken material state. 

In solid mechanics, phase-field models are derived as the energy minimization problem, and 

furthermore reformulated into a system of partial differential equations [5]. The phase field 

methodology has been recognized as a very popular approach with application in brittle [6], as well 

as ductile fracture [7]. In the latest publications phase-field framework has been adopted for the 

fatigue problems [8,9]. An approach to phase field modelling of high-cyclic fatigue is also discussed 

in the presented research. 

2. Separated phase field algorithm for modelling of high-cyclic fatigue 

 In the phase field methodology, the governing set of equations is 

 
( )2

,

1 .l  

  + =

−  + + =

σ b 0
 (1) 

In Eqs. (1), σ  is the Cauchy stress, while b  represents the vector of the volume forces.   is a 

damage parameter, and l  represents the crack width. To enforce damage irreversibility, a history 

parameter ( )t  is introduced. For more details about derivation of the Eqs. (1), see [5,6,9]. 

Unfortunately, in numerical approaches, solution of the governing equations (1) cannot be efficiently 

obtained by monolithic solution scheme due to non-convexity of the energy functional. It has been 

demonstrated that the staggered strategy, in an iterative manner [10] is one of the best methodologies 

to resolve this problem. 

 In this research, a separated approach of solving equation system (1) is proposed and applied to 

the problems of high-cyclic fatigue. The scheme of the algorithm is displayed in Fig. 1. To remedy 
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the usual difficulty of standard single iteration staggered algorithm, a criterion for determination of 

the global minimum in both equations is introduced 

 1

1

tol,i i

i

 


−

−

−
  (2) 

allowing imposition of arbitrarily large loading increments in the simulations. To account for the 

fatigue phenomena, a fatigue degradation function has been utilized in the framework, which degrades 

the critical fracture energy density cG , as a consequence of the repeated loading [9]. To speed up to 

the computations, cyclic skipping technique is embedded. The framework is embedded into FE 

software Abaqus via user subroutines and tested on the standard examples. 

 

 
 Figure 1. The scheme of separated phase field algorithm 
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1. Introduction 

Abdominal aortic aneurysms (AAA) represent a significant medical problem, and therefore, 

numerical models describing changes during aneurysm growth and rupture, have been developed to 

help with disease progression and optimal medical treatment [1], [2]. The growth and remodeling 

(G&R) model is a 3D constrained mixture model based on [3], that, in this case, describes the aorta 

as a mixture of different constituents (elastin, four families of collagen fibers, and smooth muscle 

cells) that possess different mechanical and structural properties. The model has been proven to 

successfully describe the changes in mass and remodeling of complex structures, such as blood 

vessels, and their response to different mechanical and chemical stimuli. 

In a previous study, the AAA has been modeled with the G&R model as a three-layer 

composite (where the layers in the computational model represented the layers of an artery – intima, 

media, and adventitia) [2]. The growth of AAA was stimulated by the non-uniform irreversible loss 

of elastin. The study showed that the wall thickness of an aneurysm decreased, while stresses 

increased. However, the model did not allow aortic tortuosity or bending commonly seen in AAAs 

[4], [5]. 

Since the previously mentioned work did not achieve appropriate arterial curvature, in this 

study, we investigate the influence of various boundary conditions and mesh changes to determine 

the model that describes the changes in an aneurysm more accurately. 

 

2. Methods 

The G&R model used in this study has been presented in [2]. The aortic wall was modeled 

as a one-layered structure with different ratios of structurally important constituents (elastin, collagen, 

and smooth muscle cells). 

The healthy aorta was modeled as a cylindrical model. Because axially-symmetric fusiform 

aneurysms cannot achieve tortuosity due to the boundary condition, in this work we focused on 

asymmetric AAAs. Still, only a portion of a cylinder, with a central angle of 180°, can be modeled 

with imposed axisymmetric boundary conditions. The model was then discretized with hexahedral 

Q1P0 elements, with 3 and 16 elements in the radial and circumferential direction, respectively. 

To model the growth and changes of an aneurysm at the apex, elastin was gradually degraded 

with a time-depended degradation function. To examine the relationship between arterial curvature 

and the aneurysm placement, different meshes were created where the aneurysm apex was placed at 

different heights (in the middle and on 1/3 of the modeled aorta). Also, different boundary conditions 

were examined. 
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3. Results and conclusions 

Figure 1. (a) shows the growth of an AAA inner diameter for an aneurysm with the apex at 

100 mmz =  and 66 mmz = , respectively. It can be noted that the growth of an AAA with the apex 

positioned at the 66 mmz =  is slower than the growth of an AAA with the apex in the middle. Figure 

1. (b) shows a 200 mm long segment of an aorta with an aneurysm with the apex in the middle of the 

model, i. e. z = 100 mm, and (c) shows an aorta with an aneurysm with the apex on z = 66 mm at the 

same G&R time at 1810 days. It can be noticed that the aortic tortuosity increases with the lowering 

of the apex position, i. e. with the apex approaching the boundary. Also, the dimensions of an apex 

are greater for case (c), which is in accordance with the medical observations [4], [5]. Here, it can be 

concluded that the position of an aneurysmatic apex in a computational model has a significant impact 

on the growth of an aneurysm and the aortic tortuosity. 

This simplified model provided satisfying results, and further examinations are needed to 

investigate the optimal combination of boundary conditions, length of modeled aorta and position of 

the apex which will ensure the most realistic results. 
  

 
Figure 1. (a) Growth of inner diameter of an AAA, (b) Aorta with an aneurysm with the apex on z = 100 

mm, (c) aorta with an aneurysm with the apex on z = 66 mm; dotted lines represent the diameter of a 

healthy aorta 
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1. Introduction 

      The study deals with the renovation of the vault of the Church of the Assumption in Tereke, 

presenting the history of the church, the surroundings of the settlement from a geological point of 

view and the calculation. During the church’s nearly 800-year history, several alterations have taken 

place, the study showing the most recent, which ended in 2020. As it is a listed building, during the 

renovation they sought to use the same building materials as the original structure to be restored. This 

was also an important consideration in the calculation, as it was possible to determine the material 

properties. Since the original building materials were preferred during the construction of the original 

structure, it is essential to describe the geology of the area in order to get to know the material that 

makes up the structure. A numerical method is implemented to cope with the funicular analysis of 

ribbed masonry vaults under self-weight. A two-layer spatial network with given plan geometry is 

adopted to account for the load path in the overlying vault and in the supporting ribs. The 

minimization of the horizontal thrusts is formulated in terms of an independent set of force densities, 

and in the vertical coordinates of the restrained nodes. Constraints are enforced on the height of the 

nodes and on the sign of the force densities, to seek anti-funicular networks in equilibrium with the 

loading that lie within the envelope of the ribbed vault. 

2. A brief historical overview and geology 

 Tereske is an Árpádian settlement in northern Hungary, in Nógrád county. The village is first 

mentioned in a document from 1219 as Triskai, although it may have been inhabited earlier based on 

archaeological monuments. It can be read there is a monastery belonging to an unnamed order in the 

settlement. The time of the founding of the monastery itself and the person of the founder are 

unknown, no sources have survived. The church belonging to the monastery was first mentioned in 

1485 due to a fire. The development of history had a significant impact on both the area of the 

settlement and the church itself. It functioned as a mosque during the Ottoman occupation for nearly 

a hundred years, after which the church regained its original function. [1] Sandstone was used during 

the construction of the church building, as well at the restored vault. 

 Like most of Hungary, Tereske was built on sedimentary soil, its immediate surroundings being 

mainly loess. There are three sandstone formations with different properties near the settlement, i.e. 

the Miocene part of the Pétervásár sandstone formation, the Törökbálint sandstone formation and the 

Hárshegy one. The Miocene part of the Pétervásár sandstone formation (fine, medium and coarse-

grained sandstone, often glauconite, clayey, mica fine sandstone, with siltstone settlements) and the 

Törökbálint sandstone formation (coarse-fine-grained sandstone, fine sandstone clay at the bottom; 

with calcareous fine-sand siltstone settlements at the top) are not suitable to obtain building stones. 
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Indeed, both the walls and ribs of the vault were built using the sandstone of Hárshegy formation. 

The sandstone of Hárshegy formation was formed in the early Oligocene, about 30 million years ago, 

in a shallow marine environment (littoral and shallow sublittoral, with reduced saltwater and lagoon 

in the lower part). The yellow, reddish-brown, or grayish-colored rock is composed almost entirely 

of quartz grains of sand or fine gravel, but in some places contains deposits of refractory clay and 

coal. The gravel material of the rock is of metamorphic and igneous origin. Its binder is mostly 

siliceous, making Hárshegy sandstone a relatively hard and durable rock which was an appreciated 

building material across the time, see Vattai and Rozgonyi-Boissinot[2]. 

3. Methods, results 

 Funicular analyses are applied to investigate the equilibrium of the stellar vault under self-weight, 

using two different assumptions in the modelling of the ribs. At first all the members of the funicular 

network are assumed to belong to a one-layer grid and later a two-layer grid is applied with the aim 

of modelling the ribs separately. In the latter case, vertical members are introduced to allow the load 

pass from the upper layer (masonry webbing) to the lower one (stone ribs). To avoid the arising of 

vertical members with zero length (it means infinite force densities) the bounds assigned to the nodes 

of the lower layer are shifted downwards by a given amount, with no effect on the equilibrium in the 

case of vertical loads. Alternatively, a minimum gap could be enforced by selecting a suitable set of 

lower and upper bounds for the coordinates of the extremal nodes of these elements. For the numerical 

calculation a computational procedure elaborated by Bruggi [3] is used. The result can be seen briefly 

in Fig.1. 

 

    
 (a) (b) (c) 

Figure 16 - Two-layer funicular network (with 221 parameters): overall view (a); overlying layer - 

webbing (b); underlying layer - ribs (element forces are in kN). 

4. Conclusions 

 A computational procedure is presented for the calculation of ribbed masonry vaults. The results 

are in good agreement with the results from control analysis obtained at the reconstruction and 

restoration works of Church of the Assumption in Tereke.  
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1. Introduction 

 The paper [1] presents a new topological optimization algorithm for elastoplastic structures. In 

this algorithm, material is removed in places with little stress intensity, until the optimal structure is 

obtained. However, such action causes a loss of structural reliability. Therefore, it is necessary to 

control the reliability by supplementing the formulation of topological optimization with reliability 

constraints. Since the failure probabilities of the structure should be low, we can use relatively fast  

First Order Reliability Method (FORM) [2]. There are many variations of linear approximation 

methods such as: Reliability Index Approach (RIA) or the family of Performance Measure Approach 

(PMA) algorithms. In the presented work, the above methods will be used for safety control in 

the process of topological optimization of elastic-plastic structures. 

To carry out these tasks, it was necessary to design and implement these algorithms. The 

system architecture for FEM analysis and topological optimization toolkit built by the authors 

will also be presented. 

 

2. Methods 
 The proposed methodology consists of two parts: a return mapping-based algorithm for topology 

optimization and a first order reliability method (FORM) for reliability assessment. Both methods 

operate in nested loop where at each iteration step update in the topology of the structure is performed 

and then reliability constraint is checked if required level of safety is assured. 

 Below we present briefly the basics of the formulation of the elastic-plastic problem as well as the 

iterative formula for estimating the reliability index. The proposed approach utilizes elastoplastic 

finite element analysis together with optimality criteria based on sequential removal of the least 

stressed elements. The problem is similar in spirit to the stress constrained one. Major difference is 

that in our formulation the stress constraint is automatically satisfied by the use of an elastoplastic 

material. One should only be careful that the load of the structure is not greater than the collapse load. 

The topology optimization works with an objective function representing the volume of the material 

required to safely carry the applied loading.  The density of the material at a given point in three 

dimensional space is described by an indicator function χ(x), taking values 0 or 1. We are looking for 

a solution to the above problem within a set of kinematically admissible displacement fields V. 

Additionally, constraints are imposed on stresses σ(x) at any the given point of the design domain Ω. 
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here u(x), v(x), ε(u) represent displacement, virtual displacement and strain fields, respectively. D is 

the elasto-plastic material matrix, t  is the traction on the boundary, σ0 is the stress limit and finally 

Ωmat represents the material domain defined as Ωmat:= { x ϵ Ω |χ(x) = 1}. 

 Probabilistic task is transformed to standard normal space w. The most probable point is the closest 

point to the centre of the coordinate system of this space, which lies on the limit state surface. 

Therefore determination of this point is optimization problem formulated as follow: 

 

min ‖w‖2 = w⸱wT 

                                                                   s.t.        G(w)=0.  (2) 

 

To tackle this problem Rackwitz and Fiesler [2] proposed the following gradient-based iterative 

scheme: 

 

𝐰(n+1) =
1

‖∇𝐺(𝐰(n))‖
2 (∇G(𝐰

(n))
T
𝐰(n) − G(𝐰(n))) ∇G(𝐰(n)).  (3) 

 

By the use of the formula above and applying the theory of the Reliability Index Approach (RIA) and 

the Performance Measure Approach (PMA), respectively, topology optimization algorithms were 

elaborated and applied. Comparison of deterministic and reliability-based optimal topologies are 

presented. 

4. Conclusions 

This work presents a new iterative, nested (double loop) algorithm for topological optimization with 

regard to reliability constraints. The external topological optimization loop implements a heuristic 

algorithm of material removal in the least stressed areas. The internal loop controls whether the failure 

probability is not exceeded. The applied first-order approach (FORM) to the safety control in the 

topological optimization process is not a high time overhead. Both Reliability Index Approach (RIA) 

and Performance Measure Approach (PMA) algorithms estimate the reliability index in a relatively 

short time especially when the algorithm is implemented using parallel computing. The effectiveness 

of the presented method has been confirmed by a numerical example, known from the literature as L-

shape benchmark. Topologies taking into account reliability conditions have not only higher volume 

fraction but also their different shape is more resistant to random load conditions. The calculated 

optimal topologies in case of deterministic and probabilistic cases are almost the same ones, however 

the stress distributions are significantly different.  
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1. Introduction 

 The accurate prediction of the fatigue behaviour of high-strength concrete under compressive 

fatigue loads is still a challenging task. In recent years the efforts to develop material models capable 

of predicting the fatigue behaviour and life time of concrete have increased. However, the complexity 

of the material behaviour of concrete on different scales leads to significant challenges for the 

development of an appropriate material model. Currently, there is no material model available that 

has been proven to accurately predict the fatigue behaviour of concrete under arbitrary cyclic loads. 

In this contribution, we present a novel framework for the simulation of the fatigue behaviour of high 

strength concrete based on a gradient-enhanced damage model in combination with a fatigue model 

similar to the approach presented in [1]. Simulations indicate that all three phases of fatigue can be 

captured. The presented approach can be enhanced by more advanced material models suitable for 

concrete simulations such as microplane models [2]. 

2. The gradient-enhanced fatigue damage model 

 To simulate the fatigue behaviour of high strength concrete under compressive cyclic loads the 

weak form of equilibrium 

 

 

(1) 

needs to be solved. Assuming linear elastic material behaviour including gradient-enhanced damage, 

the stresses become 

      with      (2) 

Here,  and  are the Lamé parameters. We assume the damage model of Mazars and Pijaudier-Cabot 

[3] leading to the damage function 

 
 

(3) 

Here,  and  are parameters influencing the shape of the damage function and  is the initial 

threshold value for the history variable  beyond which damage proceeds. The quantity  depends on 

a gradient-enhanced equivalent strain  which is determined according to the model of Peerlings [4] 

by solving the weak form of the inhomogeneous Helmholtz equation 

 

 

(4) 

For the simulation of concrete, it is necessary that the scalar valued function  allows for a 

differentiation between damage under tension and damage under compression. We employ the 

modified von Mises function 

 

 

(5) 
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Here  is Poisson’s ratio,  is the first invariant of  and  is the second invariant of the deviator of 

. For a classical damage model which does not contain fatigue the condition to determine progressing 

damage is 

 
 

(6) 

The approach presented in [1] assumes that for fatigue crack propagation the critical energy release 

rate reduces in each load cycle depending on some monotonically increasing accumulated equivalent 

strain measure. This principle can be extended to the gradient-enhanced damage formulation 

presented in this contribution as well. One possible reduction function for the material strength is 

 

 

(7) 

where  is a parameter to set the rate of the reduction of the material strength and  is a threshold 

value for  beyond which the material strength is reduced. The function  is a monotonically growing 

accumulated equivalent strain function that can be defined by 

 

 

(8) 

with  being the Heaviside function. Including the reduction function in the yield condition (6) leads 

to 

 
 

(9) 

Simulating the mesostructure of high-strength concrete under cyclic compressive loading and 

comparing the results to experimental data reveals the applicability of the model, see Fig 1. 

 

           
Figure 1: left: meshed mesostructure model of HPC, right: maximum compressive strain – 

experimental and computational results [5] 
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1. Introduction 

 The important issue of the torsional vibration induced with impacts which depend on position is 

investigated in terms of nonlinearities that can still be handled with modal superposition. The 

considered models involve non-classical damping and rigid body modes. It is proved that it is possible 

to establish efficient algorithms based on modal superposition. 

2. Nonclassically damped system driven with the load dependent on position 

 The governing equation of the common linear dynamic system reads, [1]: 

 

( )tMq + Dq +Kq = Q      (1) 

 

The classical damping is of the form  +D = M K  and using M normed eigenvectors of the 

eigenproblem ( ) 0 − =K M , we reach the uncoupled system (2): 

 
2 2( ) ( )i i i i i ir r r f t  + + + =      (2) 

where modal displacements and modal loads (in matrix form) are defined as: 
1

T

−
r =Φ q

f =Φ Q
 

However, when the damping is not classical, transformation 
T   +Φ DΦ I Λ  and therefor system 

cannot be decoupled. When additionally, load depends on position, e.g. [2], we have an extra source 

of the nonlinearity, and the governing equation now reads as follow, (3): 
 

( , )tMq + Dq +Kq = Q q      (3) 

 
As far as the model typically involves rigid body modes it would be very convenient to filter out their 

contribution to solution in order to deal with elastic behavior only as often required in structural 

analysis. Such filtering is possible in the state space, e.g. [3], however, that approach blurry physical 

meaning. 

 The important implementation of the non-classically damped structures is a power propulsion 

system. These mechanisms typically consist of engines, couplings, reduction gears, shafts, and 

propelling gear. The most common propulsion model is lumped mass with simple discrete damping 

elements. When analyzed from vibration aspect, the propulsion systems besides elastic modes involve 

rigid body modes, too.  

 

3. Theoretical Example 

 The simple theoretical example of such propulsion system can be seen in Figure 1. 
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Figure 1. The simple theoretical example with non-classical damping and position firing forces 
 

The system properties and initial conditions are given in Table 1 as well as the force dependence on 

position/displacement. 

Table 1. Theoretical model properties 

masses  damping  stiffness force initial conditions 

2im =  

i=1,2,3,4 

0.02id = ,   i=1,2,4 

3 2d =  

10ik =  

i=1,2,3,4 

Ft = zeros(N,1); 

if(X(1)>X1 && X(1)<X2) 

  Ft(1,1) =  F0;  

  Ft(N,1) = -F0;  

t0  = 0;  

q0  = zeros(Ndof,1);  

qt0 = 0.01*ones(Ndof,1); 

 
 The result of calculation is presented in Figure 2.  

 

Figure 2. Result of numerical integration in modal space 

 

 It is obvious that filtering of rigid body modes dramatically improves insight in elastic behavior 

of a model, what can be of paramount importance in control of smart structures.  

3. Conclusions 

It is proved that nonclassically damped system loaded with the position dependent impact forces can 

be efficiently solved using modal superposition that involves nonlinear tightening iterations. The time 

step convergence depends on time step size, tolerance threshold and character of non-classical 

damping. In the illustrative example provided in this text, it is required at most two tightening iteration 

per time step. 

References 

[1] Bathe, k.J.: Finite element procedures. Prentice-Hall, NJ (1996) 

[2] DNV-GL: Rules for classification - Ships, Part 6, Ch 6: Cold climate, 2020. 

[3] Ma, F., Imam, A., Morzfeld, M.: The decoupling of damped linear systems in oscillatory free vibration. 

Journal of Sound and Vibration 324 (1--2), 408--428 (2009)  

  



10th International Congress of Croatian Society of Mechanics 

September, 28-30, 2022, Pula, Croatia 

 

 

197 

 

 

Experimental Investigation of Face-to-Core Bond Strength between 

Gypsum Fibreboard and PU Rigid Foam 

Lazar Lukačević*, Paulina Krolo*, Antonio Bakran*  

*Faculty of Civil Engineering University of Rijeka, Radmile Matejčić 3, 51000 Rijeka, Croatia 

E-mails: {llukacevic,paulina.krolo,abakran}@gradri.uniri.hr 

Keywords: sandwich structure, bond strength, tensile test, foam core, gypsum fibreboard 

1. Introduction 

      The bond strength between the foam core and faces usually has two evaluation criteria: shear and 

tensile strength. Typical tests used to determine bond strength are tensile tests [1] and three or four-

point bending tests [2,3]. It is known that debonding of the face and the core is the critical failure 

mode that can lead to catastrophic events, so careful investigation is recommended. The bond strength 

between rigid polyurethane (PU) foam core and gypsum fiberboard faces was experimentally 

investigated by conducting a tensile test according to ASTM C 297 standard [4]. The bonding of the 

sandwich panel components is performed without adhesive in such a way as to ensure the bonding of 

the face and the core during the expansion of the foam. The research aims to obtain the failure modes 

of the composite panel exposed to tensile load and determine the face-to-core bond strength. 

2. Experimental research 

      In this study, four different sandwich composite panels were manufactured. The core material of 

sandwich composites was made of PU foam with two nominal densities of 40 and 45 kg/m3, while 

the faces were made of fermacell® Gypsum fiberboards (Gp2) and fermacell® Firepanel fiberboard 

(Fp2) with the same thicknesses of 15 mm (Table 1). A total of 20 test specimens were cut, 5 

specimens from each sandwich composite panel. The faces of the test specimens are bonded to steel 

T-blocks with Araldite 2012 two-component epoxy glue. The dimension and shapes of the specimens 

are shown in Figure 1a. Tensile tests of the composite specimens were performed on the universal 

tension-compression test machine Zwick/Roell Z600, using mechanical jaws with capacities up to 10 

kN, and load cell capacity of 50 kN (Figure 1b). The test speed is equal to 1.5 mm/min. 
 

  

 

Table 1. Specification of the sandwich composite 

specimens 

Specimen 
PU foam density 

[kg/m3] 
Type of fiberboard 

Gp2-40-x 

(x=1to5) 
40 

Gp2 - fermacell® Gypsum 

fiberboards, 15 mm Gp2-45-x 

(x=3to7) 
45 

Fp2-40-x  

(x=1to5) 
40 Fp2 - fermacell® 

Firepanel A1 fiberboards, 

15 mm 
Fp2-45-x  

(x=3to7) 
45 

Test specimens are marked as Gp2-40-x/Fp2-40-x, where the first mark 

defines the type of fiberboard, the second mark defines the nominal 

density of PU foam, and the last mark defines the number of specimens. 

     (a)             (b) 

      Figure 1. (a) Test specimen geometry; 

(b) Test set-up for tensile test 

3. Results 

      The tension behaviour of the sandwich composite specimens is represented by force-displacement 

curves, which are shown in Figures 2a and 2b. The curves show the test results of 20 specimens with 
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two nominal densities and two types of fiberboards, while the greyscale represents the failure modes. 

Since the specimens were made without glue between the sandwich panel components, the adhesive 

failure modes according to ASTM C297 do not apply to these specimens. Therefore, failure at the 

contact between the face and core is defined with bond failure and mixed failure represent 

combinations of the main failure modes. The influence of foam densities on failure modes is visible 

from the results. The specimens with 40 kg/m3 foam density generally have core and mixed failure 

modes, while specimens with 45 kg/m3 foam density show all failure modes. The bond strength of 

the specimens with 40 kg/m3 foam density was calculated based on the maximum force measured at 

the core and mixed failure modes. The average bond strength is equal to 0.146 MPa. Average bond 

strength for specimens with 45 kg/m3 foam density foam was calculated as an average of strengths 

for bond failure mode and is equal to 0.183 MPa. The stiffnesses were calculated in the elastic range 

of force-displacement curves for all specimens. The stiffness values are in the range from 150 and 

385 N/mm for 40 kg/m3 density foam, while for 45 kg/m3 density foam are in the range from 350 to 

520 N/mm.  
 

  Facing failure  Bond failure   Core failure  Mixed failure 
 

  
(a) (b) 

Figure 2. Force-displacement curves for a) 40kg/m3 foam and b) 45 kg/m3 foam  
 

4. Conclusions 

    This study focused on determining the bond strength between two types of gypsum fibreboards and 

PU rigid foam with two nominal densities. Based on the conducted laboratory tests on sandwich 

specimens, the following conclusions are made: (i) To determine the correct type of the tensile bond 

failure mode, except for the data on the maximum tensile force, it is necessary to know the stiffness 

of the specimen; (ii) Due to lower stiffness and strengths of the 40 kg/m3 density PU foam, face and 

bond failures have not occurred. It can be concluded that the bond strength is at least equal to or 

higher than the core strength; (iii) The 45 kg/m3 density PU foam has greater stiffness and strengths 

but have all failure modes; (iv) The application of different types of fiberboards do not affect bond 

strength or failure mode and (v) In the production of composite sandwich panels, the expansion of 

foam is unpredictable and the density can vary within the core. It is recommended to consider a larger 

number of samples to obtain more reliable strengths and failure modes. 
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1. Introduction 

  Smart systems are a contemporary engineering general challenge. One of the possible applications 

are smart structures [1], which should be characterized, among others, by the possibility of active 

control of mechanical properties, including self-diagnosis and self-repair. This class also includes 

deployable structures. A specific structure that allows the creation of smart objects are tensegrities 

[2]. For the purpose of this study, we define tensegrities as a truss in which there is an infinitesimal 

mechanism stabilized by a system of self-equilibrated forces. 2D tensegrities [3] is a special class, in 

which modules based on hexa- and octagonal cells can be distinguished. The main objective of the 

paper is to describe different shapes that form plane truss polygonal structures [4] based on selected 

2D tensegrity modules. The proposed modular tensegrity polygons allow to take full advantage of the 

smart features and describe the control of possible stiffening and weaknesses of the structure or 

diagnose potential failures. The additional aim of the paper is to discuss how polygon shapes are used 

and analyzed in the engineering area. 

2. 2D tensegrity modules 

 2D trusses can be described mathematically in a purely algebraic way [5,6] or by the formalism 

of the finite element method [7]. In both formulations, formally exact stiffness and geometric stiffness 

matrices can be obtained. In the literature, tensegrity trusses are often identified as structures with an 

only self-equilibrated system of normal forces (eg. "X" truss). These myths were verified 

mathematically in [3]. For the purpose of this study, hexagonal and octagonal tensegrity modules 

were used, presented in Fig. 1. Hexagonal modules have one infinitesimal mechanism stabilized by 

one self-stress. Octagonal modules have two infinitesimal mechanisms stabilized by one self-stress. 

 

  
Figure 1. Selected 2D hexagonal and octagonal tensegrity modules 

 

      
 Figure 2. Possible geometries of hexagonal and octagonal tensegrity modules 

The analysed structures do not have to be composed on geometrically regular modules and they do 

not lose their tensegrity features in terms of geometries presented in Fig. 2. This allows for a 

significant extension of the class of polygonal structures, from flat to slender structures. The features 

of the tensegrity modules were verified based on the algebraic formulation [5,6], using the 

Mathematica program. The modules can be used to build a wide class of polygonal structures. 
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3. Modeling of smart polygonal structures 

Plane polygonal structures are commonly found as computational schemes in civil, aerospace and 

mechanical engineering [5]. A few selected structures are shown in Fig. 3. 

a)        b)    

 Figure 3. Selected regular polygonal structures: a) hexagonal, b) octagonal 

In principle, each of the polygon modules may have different mechanical properties. Let us assume, 

however, that the material and geometric properties are the same (distinguishing between the tendon 

(c) and the strut (s) - EcAc/EsAs=k) where: E - Young's modulus, A - cross-sectional area). The control 

of stiffening or weakening the mechanical properties of the modules will be done internally by 

changing the sets of self-equilibrated normal forces. This practically means the need to install 

appropriate sensors/actuators in selected modules. It may apply to e.g. modules marked in red in Fig. 

3, which will allow to model internal pin joints, or bottom modules, in order to model soft properties 

of supports. Global matrices of linear and geometric stiffness can be composed of the matrices of 

modules, using the formalism of the allocation similarly to the FEM. The exemplary results of 

modelling a pin joint in the middle of the structure are shown in Fig. 4. The coefficient   is a measure 

of weakening by reducing self-equilibrated normal forces of the central module. 

a) b)  

 Figure 4. Hexa-polygonal structure: a) geometry, boundary conditions, b) modeling middle pin-joint 

4. Conclusions 

The paper discusses the possibility of creation smart truss polygonal tensegrity structures. It is 

presented that the mechanical properties of a structure can be changed by self-equilibrated normal 

forces in individual modules. The concept is promising in view of smartness of the structure. 
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1. Introduction 

 In this work the Moreau-Jean θ-scheme [1] is applied in the simulation of a problem involving a 

rigid block rocking on an elastic beam. Due to contact occurrence between the beam and the block 

such a system represents a non-smooth mechanical problem, namely, the velocity functions will 

exhibit jumps at impact instants which will result in non-smoothness of the position function. The 

applied numerical scheme falls within the category of the so-called event-capturing time integration 

schemes, in which the time step is kept constant during the simulation. Within each time step a check 

is performed to determine if a contact between the bodies has occurred.  If the contact is detected, 

appropriate constraints on position or velocity functions are imposed in order to evaluate the impulse 

forces at the end of the time step. If there is no contact within a time step, the simulation proceeds to 

the next time step in an ordinary manner. Furthermore, several experiments have been performed on 

a shake table in which spedific data regarding the block motion subjected to given excitation have 

been measured.  

2. Experimental set-up and problem description  

A sketch of the experimental setup is shown in Figure 1 (a). The beam is fixed to a rigid base via 

one pinned and one sliding support. The block is freely placed on the beam and the two are interacting 

only through contact forces. The rigid base is subjected to a horizontal harmonic displacement that 

varies with time x(t) and causes the beam and block to move. The problem is considered as two 

dimensional. In Figure 1 (b) the physical model of the addressed problem is photographed.  

 

 

a) 

 

b) 
Figure 1. Beam-block experiment sketch (a) and laboratory set-up (b) 

The base of the supports is fixed to the Quanser STI-III biaxial seismic platform. The measurements 

are obtained by filming the model through the experiment using GOM Aramis 4M 3D optical 

measurement system of two high-speed cameras and post-processing software. The dots on the block 

in the photograph are markers tracked by the Aramis system. 

mailto:%7bfirst.author,third.author%7d@fsb.hr
file:///C:/Users/nina.ceh/Downloads/esmlatic@student.uniri.hr
mailto:%7bfirst.author,third.author%7d@fsb.hr


10th International Congress of Croatian Society of Mechanics 

September, 28-30, 2022, Pula, Croatia 

 

 

202 

 

3. Mathematical modelling 

 The beam is modelled using the finite element method, while the block is considered a rigid body, 

with the position of its center of gravity and its rotation as its degrees of freedom. Denoting as q the 

position vector, motion of the system is described by the following equation and conditions:  

 �̇�(𝑡) = 𝒗(𝑡) (1) 

 𝐌�̇�(𝑡) = 𝑭(𝑡, 𝒒(𝑡), �̇�(𝑡)) + 𝒓 (2) 

with 𝒒(𝑡0) and 𝒗(𝑡0) as the initial position and velocity vectors. Here, M is the mass matrix of the 

system, 𝑭(𝑡, 𝒒(𝑡), �̇�(𝑡)) is the vector of internal and external forces and r is the vector of contact 

forces, while the superimposed dot denotes the time differentiation. Furthermore, at each moment the 

following unilateral constraint, known as the Signorini velocity condition, must be satisfied:  

 𝑈𝑛
+(𝑡) ≥ 0, 𝑅𝑛(𝑡) ≥ 0,        𝑈𝑛

+(𝑡)𝑅𝑛(𝑡) = 0. (3) 

In (3) 𝑈𝑛
+ and 𝑅𝑛 are respectively the normal relative velocity after contact and the normal contact 

force in some local reference frame at the contact point. Furthermore, sliding between bodies is also 

considered through the Coulomb friction model.  

4. Results 

A comparison of the preliminary simulation results with experimental measurements for the 

rotation angle of the block is given in Figure 2. A discrepancy in the block rotation amplitude can be 

observed, while the overall shape of the numerical curve seems to resemble the experimental one. 

 

    
Figure 2. Comparison between numerical and experimental results for the block rotation angle 

5. Conclusions 

The amplitude of the block rotation angle obtained numerically differs from the experimentally 

measured values, therefore further investigation has to be devoted to the identification of the main 

causes for the observed discrepancy. To this end, four possible causes will be considered: eccentric 

initial position of the block in the experiment, value of the friction coefficient, value of the coefficient 

of restitution and damping of the beam model (which has not been implemented in the present model). 

The influence of the listed causes on the numerical results will be investigated and analyzed into more 

detail in future work.  
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1. Introduction 

 Optimal setting of parameters of straightening machines is still a complicated problem, as it is 

influenced by many input variables. It is the diameter of the straightened bar, its initial curvature and 

residual stress as the result of previous technological operations and its material parameters like yield 

stress and hardening. Some of them are even variable along the length of the bar. Different 

intermeshing of rollers is necessary to reach an optimal straightening performance in different 

situations. Still more complicated is the situation in the case of cross roll straightening, where the 

intermeshing is coupled with the angular deviation  between the axes of rollers and bar as in Fig.1 

 

 
Figure 1. Ten rollers straightening machine 

  

 All operators and producers of the straightening machines use sophisticated strategy to keep the 

performance near the optimal point. It is often difficult due to conflicting intentions to minimize both 

final curvature with residual stress and rollers loading and wear. Many theoretical studies of the 

problems have already been published with various initial simplifications, starting from simple 

elastic-plastic theory of beam bending [1]-[3] up to full 3D FE analysis [4].  

 In [5] we published a fast FE algorithm based on the Eulerian flow of material through the 

straightening machine, using 1D beam elements. It proved to be an effective tool for setting the rollers 

intermeshing. In this contribution, we concentrate especially on the influence of the angular deviation 

of the rollers.  

2. Analysis of the problem 

 The influence of angular deviation of rollers on final straightness of bar is less important than their 

intermeshing. Nevertheless, it has an impact on the contact area between the hyperbolic roller surface 

and bar, which affects the rollers wear and lifespan. It is illustrated in Fig.2. Our analysis was focused 

on the extremely loaded bending and supporting rollers no. 3, 5, 8, 9 and 10 on Fig.1. A 3D FE 

computational model of the straightening process was prepared, based on the parameters taken from 

analyses in [5], [6]. The only parameters subjected to change were the angular deviation 
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Figure 2. Contact area roller-bar with decreasing angle between roller and bar axes 

 

between the rollers no. 3, 5, 8, 9, 10 and straightened bar. Their starting deviation 27.4° was 

individually changed by ±° and ±° in subsequent computational simulations, realized by 

explicit FE analyses of the straightening process in Abaqus. Results of final curvature, residual stress 

in bar, rollers loading and their contact areas were monitored and their sensitivity to angular 

deviations was evaluated. The sensitivity of each variable is first represented by a discrete set of FE 

results, which is subsequently expressed in the form of a continuous polynomial response surface, 

obtained from regression analysis. This representation makes possible the final multi-objective 

optimization, providing the best combination of angular deviations to reach the demanded level of 

residual stress and curvature together with low level of rollers loading and wear.  

3. Conclusions 

This contribution is an extension of the previous works of authors in the area of cross roll leveling 

theory and computations. The previous works dealt with the problem of fast and reliable optimal 

setting of the intermeshing rollers under different input parameters of the straightened bar and the 

leveling machine. Here we deal with the subtle problem of angular deviations between the rollers and 

straightened bar axis. Its importance is in the minimization of rollers loading, wear and subsequent 

prolongation of their service life. The algorithm is based on repeated computational experiments, 

simulating the straightening process, and final multi-objective optimization. Obtained results will be 

in detail presented at the conference.   
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1. Introduction 

In the presented study the experimental and computational investigation of fatigue crack growth 

behaviour of the ductile aluminium alloy AA 5083-H111 was investigated. The Compact Tensile 

(CT) specimen was selected for experimental testing and computational analysis. In the 

computational analysis, the material damage approach, based on the accumulated inelastic hysteresis 

strain energy density was used to analyse the fatigue behaviour of the analysed CT-specimen [1]. 

2. Numerical and experimental methods 

In the computational model the nonlinear isotropic/kinematic material model developed by 

Lemaitre and Chaboche [2] was used. The constitutive material parameters of the analysed material 

were determined from the experimental data performed on the flat tensile specimen in a Low Cycle 

Fatigue (LCF) regime. More about the mechanical properties and microstructure of the analysed 

aluminium alloy AA 5083-H111 is presented in Ref. [3]. The proposed computational model is based 

on the inelastic energy approach, including the damage initiation and damage evolution criteria. In 

the proposed approach, the damage initiation period, N0, can be mathematically expressed as [3]: 

𝑁0 = 𝑐1∆𝑤𝑠𝑡𝑎
𝑐2 (1) 

where ∆wsta is the inelastic strain energy density of the stabilised cycle, and c1 and c2 are the material 

parameters. Once the damage initiation phase is finished, the material stiffness decreases 

progressively in each loading cycle, based on the accumulated stabilised inelastic hysteresis strain 

energy. The obtained computational results at each discrete point are then used to predict the stiffness 

degradation and evolution of the material's properties, which are then considered in the following 

calculation step. In the proposed computational model, the damage evolution phase (damage rate 

D/N) is expressed mathematically as [3]: 

where D is the range of the damage variable, which specifies the material stiffness degradation, N 

is the number of loading cycles for damage evolution, wavg is the average inelastic strain energy 

density, c3 and c4 are material constants, and L is the characteristic element length which is based on 

the element geometry and formulation. In the computational analyses, the direct cyclic algorithm 

implemented in the Abaqus software [4] is used as a solver. The direct cyclic algorithm is based on 

the continuum damage mechanics approach and provides a computationally effective modelling 

technique to obtain the stabilised response of the analysed geometry subjected to periodic cyclic 

loading. For the validation of the computational model the Fatigue Crack Growth (FCG) experimental 

∆𝐷

∆𝑁
=
𝑐3∆𝑤𝑎𝑣𝑔

𝑐4

𝐿
 (2) 
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test was performed. The FCG test was carried out on the pulsating testing machine Smith weld 1405. 

The tests were performed at an ambient temperature ( 22 C) in a load control regime, with the load 

ratio R = 0.1 and the constant loading frequency of 0.1 Hz. During the FCG test, the fatigue crack 

growth was monitored by a camera. From the obtained images, the crack growth diagram was 

generated, using the GOM Correlate software package. The crack growth diagram was then used for 

the subsequent validation of the proposed computational model. The comparison between the 

experimentally and computationally determined damage (crack) path in the analysed CT specimen is 

shown in Figure 1. 

 

 

Figure 1. Damage (crack) path in the analysed CT specimen: a) Computational, b) Experimental 

3. Conclusions 

In the proposed research work, the fatigue behaviour of the ductile aluminium alloy 5083-H111 

was analysed using an experimental and computational approaches. The proposed computational 

model was based on the inelastic energy approach including the damage initiation and damage 

evolution criteria and was used initially in some of the author’s previous work. However, the damage 

evolution criterion was not validated. For that reason, an additional novel aspect was proposed in this 

study to validate the maximum damage variable Dmax, which defines the stage of the accumulated 

damage where the finite elements lose their stiffness. In the computational model, four different 

values of the maximum damage variable Dmax were taken into consideration. The computational 

results showed a significant influence of the maximum damage variable Dmax on the damage 

propagation rate. To validate the computational model, a comparison between computational and 

experimental results has been made, where the diagrams were compared of damage (crack) length 

versus the number of loading cycles. The best fit was obtained in the case when the maximum damage 

variable was set to Dmax = 0.22. The comparison between the experimentally and computationally 

determined damage (crack) path in the analysed CT specimen showed a reasonable agreement. Based 

on these finding it can be concluded that the proposed computational model was validated and could 

be used for the further low cycle fatigue analyses of structural components made of the aluminium 

alloy AA 5083-H111. 
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1. Introduction 

 Identification of fracture parameters represents a challenging task since these parameters are 

strongly influenced with the microstructural defects and heterogeneities. Moreover, sophisticated 

fracture models cannot provide reliable responses with unreliable choice of parameters. 

In this work, we present the identification of parameters by solving an inverse problem using Bayesian 

statistical inference [1]. 

2. Methodology 

2.1. Fracture model 

 The fracture model is based on discrete lattice representation of the domain, where Timoshenko 

beams are used as cohesive links and Voronoi cells are used as grains of the material [2]. Embedded 

strong discontinuities [3,4] are positioned in the middle of beam elements where failure naturally 

occurs. 

 

 
Figure 1. Kalthoff test simulation 

 

Total failure is happening by progressive failure of adjacent beam elements, like shown in Kalthoff 

test example (Figure 1). In this test, the dynamic impact on the pre-notched plate is causing the 

initiation and propagation of the inclined crack from the tip of the notch. 
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The model has two failure modes, where mode I represents tensile crack opening, and mode II is for 

shear failure. Fracture parameters for the chosen model are maximal stress and fracture energy for 

both failure modes. 

2.1. Stochastic parameter identification 

 We use the Bayesian inverse method to identify the unknown input parameters. In the case 

when parameters cannot be measured directly from the experimental test, or the testing 

procedure is unavailable, indirect measurements can be used for identification of such 

parameters. This is often the case with fracture energy, as unreliable and unavailable input 

parameter. The proposed methodology allows us to measure certain response of the sample 

or structure and by using Bayesian stochastics and the FEM model we can identify the desired 

parameters (Figure 2).  
   

 
Figure 2. Identification procedure 

 

The stochastic Markov Chain Monte Carlo method is employed for the identification of fracture 

parameters. Moreover, we use polynomial chaos expansion model for reducing the computational 

cost of Monte Carlo procedure.   

3. Conclusions 

     Unavailable and unreliable parameters represent a difficulty in solving engineering problems 

where unreliable response due to lack of knowledge of parameters can be expected. In this work, we 

show the procedure for indirect identification of parameters which uses Bayesian stochastics, 

numerical model and measurements and can provide us with more reliable responses. 
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1. Introduction 

 Fully coupled hydro-mechanical model for the failure analysis of unsaturated soils is presented 

[1]. The model can simulate tensile cracks and shear bands in soils subjected to matric suction effects. 

Such failure mechanisms are captured with discrete lattice model with embedded strong 

discontinuities [2,3]. Unsaturated fluid flow is governed with Richards equation and van Genuchten 

model.  

2. Methodology 

2.1. Fully coupled hydro-mechanical model 

 The failure model is based on discrete lattice representation of the domain, where Timoshenko 

beams are used as cohesive links and Voronoi cells are used as grains of the material [2]. Embedded 

strong discontinuities are positioned in the middle of modified beam elements where failure naturally 

occurs (Figure 1.a.). 

 

 
Figure 1. (a) crack growth is modelled as progressive failure of neighbouring cohesive links (b) 

Timoshenko beam element with mechanical degrees of freedom and fluid flow degree of freedom. 

The proposed coupled model uses the same lattice domain discretization for mechanical part and for 

the fluid part. Additional pore pressure degree of freedom is added along with mechanical ones 

(Figure 1.b.). Matric suction effects are considered in this model through the van Genuchten model 

which relates saturation state and suction. The coupled processes between the mechanical strain and 

fluid flow are considered through the generalized Biot porous media theory. Bishop effective stress 

concept is used for stress computation. The model can simulate two failure modes, where mode I 

represents tensile crack opening, and mode II is for shear failure.  

2.1. Shear band and desiccation cracking example 

 The dilatant shear band example is given in Figure 2. Namely, mechanical load in terms 

of imposed displacement is applied on the top boundary of the unsaturated sand specimen. 
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The shear band propagated through the sample, modified the pore pressure field and 

saturation state. Fluid flux is increased in the failure zone. 
 

 
Figure 2. Shear band example, unsaturated sand specimen 

 

The desiccation cracking of clay specimen is considered in Figure 3. Namely, the drying flux is 

imposed on the top boundary, causing the tensile cracks which propagate from the top of the specimen 

towards its interior. 

 

 

Figure 3. Desiccation cracking of clay specimen 

 

3. Conclusions 

The presented fully coupled hydro-mechanical model can simulate tensile cracks and shear bands in 

unsaturated soils.  
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1. Introduction 

 Numerous failures of bridges are recently registered - Troja footbridge in Prague, Czech Republic, 

2017, Ponte Morandi motorway bridge collapse in Genoa, Italy, 2018, and many others 

(https://en.wikipedia.org/wiki/List_of_bridge_failures). Many countries worldwide are currently 

experiencing a problem of aging and deterioration of reinforced concrete bridges and their remaining 

reliability for the actual traffic - the question of structural safety is becoming more and more 

important. Several current standards advocate probabilistic approaches, utilization of mathematical 

models and design of structures for durability, i.e. time-dependent limit state approach (LS) with 

service life consideration: ISO 13823 and the fib-Model Code. In such advanced reliability 

assessment, material nonlinearities, material deterioration, traffic load as well as several types of 

uncertainties are considered.  

2. Methodology for advanced complex assessment of the service life safety of bridges 

 In this respect it is an important task to develop relevant advanced assessment method, evaluation 

procedures and service life prognoses for concrete structures. This contribution describes keystones 

of a complex methodology for statistical, reliability and risk analyses of concrete structures including 

advanced nonlinear finite element analysis, uncertainties simulation and degradation modeling. It 

presents virtual simulation used on the way from assessment of experimental results to reliability 

analysis of a bridge structure, based on randomization of nonlinear fracture mechanics finite element 

analysis. 

 Local material damages causing nonlinear response of the structure to the acting load are modeled 

by means of the nonlinear finite element software ATENA [1, 2] developed by Červenka Consulting 

s.r.o. This software includes elite material models for the basic materials - concrete and reinforcing 

steel. It is able to reflect in a realistic way material damage such as concrete tensile cracks, 

compressive crushing, reinforcement yielding and reinforcement debonding. The material properties 

and parameters of the nonlinear models are reduced in time due to material aging and consequent 

degradation. Selected basic degradation models are embedded directly in the ATENA software. 

Common feature of all these models (both nonlinear and degradation) is that the input data are random 

and often very uncertain.  

 For the global structural modeling advanced computational models are needed, where aspects of 

nonlinear behavior of concrete and reliability modeling are combined. The problem involves 

uncertainties in material, geometry, loading and degradation phenomena and therefore the concept of 

reliability theory has to be applied. The combination of structural analysis and reliability assessment 

has been developed and is presented together as the SARA software [3, 4] – a software shell which 

controls the communication and automatized data exchange between two individual programs: 

ATENA – FEM nonlinear analysis of concrete structures, and FReET [5, 6] – the probabilistic engine 

based on stratified Monte Carlo type Latin Hypercube Sampling. In contradiction to the deterministic 

nonlinear analysis, which result to a single limit load value, the stochastic nonlinear simulation has 

an additional effect. Beside the possibility for randomization of input parameters in order to reflect 
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their randomness and uncertainty, the result of the stochastic nonlinear analysis provides probability 

of structural failure, and consequently, in combination with the prescribed loading (in deterministic 

or probabilistic way) the structural safety index. Considering material degradation and realistic 

prediction of growing traffic load it can offer development of the structural safety over time.  

 For the advanced modeling of material deterioration there is also another software implementation 

where all relatively well-known degradation models are summarized within the framework of unified 

software environment called FReET-D [6]: a combination of analytical models and stochastic 

simulation techniques has been amalgamated to form of specialized software for assessing the 

potential degradation of newly designed as well as existing concrete structures. Models implemented 

for carbonation, chloride ingress, corrosion of reinforcement and others may serve directly in the 

durability assessment of concrete structures.  

 There are already several practical applications of the tools described above during last decades 

worldwide. Let us mention only two selected publications with examples solved by the software 

developer´s team: analysis of Kristienberg bridge, Stockholm - statistical analysis of crack width [7],  

and an advanced stochastic analysis of 10 existing reinforced and prestressed concrete bridges in the 

Austria-Czech Republic region (within the international Interreg project) [8].  

3. Conclusions 

The advanced methods for nonlinear, reliability and degradation analyses are integrated in a software 

package for reliability assessment of concrete structures, which allows to predict structural safety 

under the actual or expected traffic load. The tools have been already used in several practical 

applications, and they are continuously improved by implementation of new state of art methods (in 

particular within the research project mentioned below).  
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1. Introduction 

 In modern times, many devices can be called “smart”. They are equipped with sensors and 

actuators so they can sense external stimuli and react to them in a predetermined way. Because of 

their ability to transform mechanical energy into electrical and vice versa, piezoelectric materials are 

often used as active parts of “smart” devices. 

 Most of the piezoelectric materials are quasi-brittle and subjected to mechanical and electrical 

loading, which can lead to mechanical damage or dielectric breakdown. If mechanical damage or 

dielectric breakdown occurs in an active part of a “smart” device, it can lead to the malfunction of the 

entire device. A reliable numerical model for predicting the damage behavior of piezoelectric 

materials can facilitate the prediction and extension of the service periods and the work life of “smart” 

devices. 

 One type of numerical models for the description of damage in brittle materials are lattice models 

[1], where continuum is represented by solid particles interacting by cohesive forces, represented in 

the model by one-dimensional finite elements. The softening of the lattice elements will cause the 

damage propagation through the material. This can be described objectively by introducing the 

displacement discontinuity at the integration points of the elements. In this work a piezoelectric beam 

finite element with embedded discontinuity is presented, which could be suitable for the use in lattice 

models for the description of damage in piezoelectric materials. 

2. Piezoelectric beam finite element 

 A piezoelectric beam finite element, based on the Timoshenko theory, is a one-dimensional finite 

element with two nodes and four degrees of freedom in each node, two translational, one rotational 

and electric potential, as shown in Fig. 1. The polarization of a material can in general be in an 

arbitrary direction with respect to the element axial direction. Motivated by [2], the displacement and 

electrical discontinuities are added at the Gauss point of the element, enabling the description of the 

crack propagation in the material. Consequently, the displacement and potential fields contain regular 

and singular parts, where the singular parts are products of the Heaviside function and the 

displacement and potential jumps, respectively, as written in equation (1): 
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where ( ) ( ) ( ) ( ), , andu x v x x x  are the regular parts of the displacement and electric potential 

fields, , andu v    are the displacement and electric potential jumps and 
CxH is the Heaviside 

function defined by ( ) 0
CxH x = for Cx x and ( ) 1

CxH x = for ,Cx x  where Cx  is the Gauss point 

of the element. From equation (1) it can be seen that the jumps occur in the longitudinal and 

transversal displacements as well as in the electric potential, while the rotation remains continuous 

along the element. 

 

 
Figure 1. Piezoelectric beam element 

 

 The discontinuity in the longitudinal displacement field represents the mode I or tensile failure 

mode, while the discontinuity in the transversal displacement field represents the mode II or shear 

failure mode [1]. The discontinuity in electric potential field reflects the altered distribution of 

electrical fields due to the mechanical particles separation and is used to describe the electrical 

permittivity reduction in the material [2]. In our model, this electrical discontinuity is always triggered 

by the mechanical damage and can occur only at the places where the displacement jump arises due 

to mechanical damage. 

 Material behavior is linear elastic until the stress reaches a critical value and then the 

discontinuities are activated. After satisfying the damage criterion, the material softening begins, 

described here by employing the exponential softening laws for both the longitudinal and transversal 

directions [1], as well as for the axial electrical displacements. The constitutive model is analogous 

to those in classical elastoplasticity, where the total strain contains the elastic component and a 

contribution from the singular part related to the crack opening. Again analogous to elastoplasticity 

solution procedures, at the local level, a standard return mapping algorithm is used, where internal 

variables related to the discontinuity are computed. With the internal variables computed locally, the 

global step of the solution procedure for the forces equilibrium is then performed, where the final 

stiffness matrix is formed through the static condensation of the local variables.  
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1. Introduction 

 An analytic solution for thin-walled columns of open section subjected to eccentric partially 

distributed loads is considered. Neglecting shear deformations (Vlasov theory) leads to inaccurate 

results for short thin-walled beams. The stresses and displacements for short and particularly 

extremely short thin-walled beams can be successfully analyzed by the theory of bending and torsion 

with influence of shear. 

2. Partially distributed column loads 

 The stresses and displacements of short steel (E = 210 GPa,  = 0.3) thin-walled columns with 

bisymmetrical cross-sections with wide flanges (b = h = 600 mm, t0 = t1 = 20 mm, l = 1800 mm), 

shown in Fig. 1, are examined by  Vlasov analytical method [1], finite element method (FEM) and 

the theory of bending with influence of shear (TBTS) [1, 2, 5] and the theory of torsion with influence 

of shear (TTTS)[3-5]. For short thin-walled beams, the St.Venant torsion component can be neglected 

with respect to warping component of torsion that leads to the analogy between bending and torsion 

[4]. 

 
Figure 1. Column loading, half of cross-section (left); FEM model (right) 

 

 The thin-walled beam loaded by line loads, q = 1000 N/mm, acting along a part of the cross-

section middle line (Fig. 1), will be subjected to compression, bending and torsion [6, 7]. The 

analytical solutions are obtained by using the method of initial parameters [5-7], where the internal 

force components for the beam end (x = l) are N(l) = −qb/2, My(l) = −qbh/4, Mz(l) = qb2/8 and 

B(l) = qb2h/16.  For the clamped end (x = 0) and the simply supported end (x = l) the non-zero 

initial parameters are  
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are defined in [6, 7]. The stress distribution along the cross section contour at x = l/6 is shown in Fig. 

2 (left). The well agreement between FEM and TBTS and TTTS solutions is obtained. Due to the 

different definition of the clamped end by the analytical methods and FEM, certain noticeable 

discrepancies occur at x = 0 and are decreasing while approaching to x = l. 

 
Figure 2. Stress distribution at x = l/6 (left); Displacement distribution along beam length (right) 

 

  Displacement magnitude distributions tot, as square root of the sum of the squares of the 

displacement components, along the beam length for y = b/2 and z = h/2 are presented in Fig. 2 (right). 

3. Conclusions 

The comparison of the Vlasov analytical solution with FEA proves that analysis of the short thin-

walled columns subjected to tip loads partially distributed along the column flanges must take into 

account shear deformations. For that reason, the solution obtained by using the theory of bending and 

torsion with influence of shear is given, which shows a well agreement with FEA. The presented 

approach provides the simple expressions in closed analytical form both for the normal stresses and 

displacements.  
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1. Introduction 

 The bootstrap (BT) is a technique that resamples a small dataset to estimate statistical value of 

interest [1]. In this paper, the BT is used to estimate the Coulomb friction force from the free decay 

response. Since noise and interference always exist in real data, the BT is used to capture the 

uncertainty of the estimated value by calculating confidence intervals. The proposed procedure is 

tested numerically and experimentally on testbed. As shown, it is possible to efficiently estimate the 

friction force on real data set. 

2. Numerical example 

 To verify the presented procedure, numerical example is analysed first since the exact parameters 

are known. The model is nonlinear with Coulomb dry friction, Eq.(1), [2].  

 𝑚�̈� + 𝑟 𝑠𝑖𝑔𝑛(�̇�)  + 𝑘𝑥 = 𝑓(𝑡)  (1) 

In Eq.(1), m is the mass, k is the spring stiffness and r is Coulomb friction force. Although an 

analytical solution for the initial condition of Eq.(1) can be found in [3], the Simulink model is used 

here, Figure (1), due to robustness regarding input force. The model parameters are set to m= 2 kg, 

k = 1000 N/m, and r = 0.12 N. To simulate realistic conditions, the noise is added to the response 

(μ=0, σ=0.2∙10-4). 

 
Fig. 1. Simulink SDOF model with Coulomb friction  

 

To calculate friction force by BT, the amplitudes i.e. slope of amplitudes are used. Eq. 2, relates the 

slope y, friction force r, natural frequency ω and stiffens k [4]. Since BT is resampling technique, the 

result is in form of histogram.  

 𝑦=2𝑟𝜔/𝜋𝑘 (2) 

Figure 2. (left) represents friction estimation. The mean value is the average slope which is then 

related to friction force via Eq.(2). In this example, the estimated value is r=0.1209 N while the 

exact value is r=0.12 N. 
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Fig. 2. Friction force estimation via BT (left) and analysed response (right) on numerical example 

 

According to the estimation and fitted envelope shown in figure 2 (right), BT can be efficiently used 

for friction estimation. 

3. Experimental analysis  

 The proposed friction estimation procedure is tested experimentally on an air-bearing testbed 

where all parameters are easily controlled. More information on the testbed can be found in [5]. To 

determine the reference friction value the binocular load cell was used. Here two catachrestical cases 

were analysed, the first one with a lower (r=0.1834 N) and the second with a higher friction value 

(r=0.2933 N). 

  
Fig. 3. Friction force estimation for the first case and recorded response  

 

Figure 3. (left) represents friction estimation for the first case and the estimated value is r=0.1846 N. 

Graphical representation for the second case is left out due to briefness, but estimation is, r=0.2899 N. 

Comparing estimated values with the reference ones it is evident that the estimation is more than 

satisfactory.  

4. Conclusions 

 Considering the above results, both numerical and experimental, it is more than clear that BT can 

be used for friction estimation. Besides friction estimation, the BT can be used in the same manner to 

calculate confidence intervals and thus capture uncertainty. Since it is relatively simple yet efficient 

it is applicable to technical diagnostic.  
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1. Introduction 

    Commonly used power transmission machine elements are gears. Gears in operation are subjected 

to rolling-sliding contact fatigue under elastohydrodynamic lubrication (EHL) [1]. Common gear 

fatigue damage mechanisms are divided on pitting and bending in tooth root fatigue. Pitting can be 

initiated on the surface of the tooth flank and in the subsurface. Surface initiated pitting appears as a 

consequence of the surface roughness, residual stress, material treatment, etc., while a subsurface 

pitting appears as a result of a shear stress as a main driving force. In this research, subsurface pitting 

is considered. The latter mentioned fatigue mechanism is initiated at the location of maximum shear 

stress in the subsurface and propagates toward the free surface [2]. After reaching the free surface, 

lubrication fluid enters the crack and accelerates the crack growth toward subsequent free surface. 

Through years, several investigations in literature have been developed numerical models for 

predicting subsurface rolling-sliding contact fatigue failure [1-4]. This research presents a novel 

approach for numerical modelling the subsurface pitting phenomenon by the phase–field method 

established by Seleš at al [5] and implemented into the software ABAQUS.  

2. Modelling of the subsurface pitting phenomena 

 Novel numerical model for description subsurface fatigue phenomena has been developed. As a 

fatigue mechanism, pitting formation is described by the phase–field method. Above mentioned 

method can very smoothly describe deterioration of material stiffness by the phase–field parameter 

 [0,1]. One denotes fully damaged material, while zero denotes undamaged material. Method is 

based on minimization of the free energy functional [6]: 

  
/

( )d d .b s

e cG 
  

 =  +  =  +    (3) 

b  represents the elastic deformation energy, while s  denotes the dissipated fracture surface 

energy,   is the strain tensor and cG  is the fracture toughness.  

 In the literature is established that two coupled gears in rolling–sliding contact (Fig. 1.a and 1.b) 

can be replaced by the equivalent problem of the flat plate loaded by EHL pressure profile [1-4]. EHL 

pressure profile is computed from six coupled equations: Reynold’s equation, film thickness equation, 

deformation equation, viscosity–pressure relationship, density–pressure relationship and force 

balance. Distribution of friction profile is computed by the Coulomb friction law [1]. Contact between 

two tooth flanks at various locations is simulated by the moving load [1], simulating the influence of 

close contact points meshing gear teeth on crack initiation and propagation (Fig. 1.c). Figure 2 

represents qualitative example of subsurface initiated pitting formation. Influence of the hydrostatic 

pressure within the crack is neglected. As a material, ductile cast nodular iron EN-GJS-400-18-LT 

is used, with material parameters of nonlinear isotropic and kinematic hardening taken from [7].  

     In the research, constitutive material behaviour is embedded into Abaqus by user subroutine 

UMAT. Pressure profile is calculated and imposed via the user subroutine DLOAD, while the 
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influence of the friction is programmed into the user subroutine UTRACLOAD. Phase–field 

parameter is included in user element in user subroutine UEL as an additional degree of freedom. 

 

 
Figure 17. a) rolling – sliding contact, b) two gear teeth in operation, c) moving load  

 

    
Figure 2. Subsurface pitting formation 
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1. Introduction 

 Prediction of behavior of concrete is of great practical importance and as such, it has been 

researched throughout the years 000. During the initial period of concrete maturing complex 

physicochemical phenomena cause considerable non-uniform deformations of material. Most models 

consider only thermo-mechanical phenomena 0 assuming the hygral phenomena of less importance 

due to high liquid saturation. In order to clasp all the mentioned effects the proposed model is based 

on Gawin’s research paper 0. Contrary to his model, here, beside the effect of hydration-dehydration, 

the effect of the evaporation-condensation will be taken into account. It is the goal to use the proposed 

model to investigate the relation between waves propagation speed and the strength of concrete. 

2. Model 

 Concrete is considered as a multiphase porous material with the solid, liquid and gas constituents. 

The governing equations of this model are written by considering concrete to be in thermal-, hygral- 

and mechanical equilibrium state locally, even if chemical reactions (hydration process) are 

progressing with a certain rate. Characteristic times of their local progresses are much smaller than 

of hydration reaction, hence, for these processes the equilibrium relations are used (with the actual 

value of hydration degree being “frozen”). For the early stages of hardening the hydration process 

plays a crucial role in changes of concrete properties, i.e., porosity, density, permeability and strength 

properties.  
 

The macroscopic balance equations used in this model are obtained by averaging the balance 

equations for phases and inter-phases at micro-scale level, (see Table 1., with  standing for each 

phase ). The model takes into account full coupling between each phenomena, where all 

changes of material properties are expressed through hydration dependent parameters.0 
 

Table 1. Balance equations of the constituents in multi-phase material [5] 

Mass balance equation 
 

Linear momentum equation  

Enthalpy equation 
 

 
The solid skeleton voids are filled partly by liquid water and partly by a gas phase, which is a mixture 

of dry air and water vapor (condensible gas constituent). It is assumed to behave as an ideal gas. This 

model equations are obtained by means of the hybrid mixture theory (HTM) originally proposed by 

Hassanizadeh and Gray 0, and then applied for geomaterials 0. The full development of the model 

equations are presented in References.00 

2.1. Choice of state variables 
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 A proper choice of state variables for hygro-thermo-chemo-mechanical modelling of concrete, in 

particular, at early stages of hydration plays a important role. From a practical point of view the 

physical quantities should be easily measurable during experimental tests, and from a theoretical point 

of view, must uniquely describe the state of the material. The computer code need to have a good 

numerical performance, based on the mathematical equations. The number of the state variables is 

reduced due to assumption of local thermodynamic equilibrium at each point of the medium. Hence, 

it is assumed that all constituents of the porous medium have the same temperature, it is a isothermal 

problem. 
 Having in mind all from the above, the solid skeleton displacement vector, gas pressure and 

temperature are the obvious choices. For the description of the hygrometric state or advancement of 

cement hydration the capillary pressure is taken before the relative humidity and the vapor pressure. 

For its applicability in wide hygroscopic moisture range, good numerical performance and a clear 

relation between pressures and stresses for the analysis of concrete’s stress state is chosen as model’s 

state variable. 

2.2. Modeling of cement hydration 

 From the macroscopic point of view, hydration of cement is a complex interactive system of 

competing chemical reactions of various kinetics and amplitudes. This physical and chemical 

phenomena at the micro-level of material structure results in considerable changes of concrete’s 

properties. Kinetics of cement hydration (hydration rate), proposed by Ulm and Coussy 0, are 

described using the chemical affinity, as a driving force of chemical reactions.  
The evolution equation, considering additionally the effect of relative humidity may be written in 

terms of the hydration degree rate as, 

  (3) 

  

where  is the hydration degree-related, normalized affinity, which is determined from 

adiabatic calorimetric experiments.0 

3. Numerical simulation 

 The presented model is solved with the research code PANDAS. PANDAS is a multi-field finite-

element solver using the variational method for solving the system of strongly coupled differential 

equations. Some results will be presented at the conference. 
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1. Introduction 

 The disk of the gas turbine rotor is usually performed as a disk of variable thickness. At the 

stationary operation the disk is exposed to great mechanical and thermal loads. This primarily refers 

to the centrifugal forces of the disk´s own mass and the centrifugal forces of the blades, all at the 

speed of, for example, n = 7200 rpm. Regarding thermal loads, the disk is exposed to the stationary 

temperature field at the temperature of T = 600 0C. The creep of the disk will be especially expressed 

at so high temperatures and long duration of continuous operation, [1-2, 5]. The creep of the disk will 

particularly influence disk´s displacements. In order to endure this high loads, the disk material has 

to be high strength alloyed steel as, for example, 45Cr14Ni14W2Mo, which in addition has a great 

elongation, [2, 5]. The analysis of the stresses and displacements at the stationary state of a disk was 

performed by analytical methods in the combination with contemporary mathematical tools as, for 

example, the software Wolfram Mathematica. 

2. Differential equation of equilibrium 

 The disk on the rotor of gas turbine is considered as the thin disk on which the axial stresses are 

0.z   Plane stress is present in the disk. As an answer to mechanical and thermal loading, the 

radial, ,r  and the circumferential stresses, ,  are appeared in the disk. The differential equation 

of the equilibrium of the element of rotating disk will be, according to [3]  

 ( ) 2 2d d 0.rhr r h hr  −  +  =  (1) 

The general solution of that equation could be written in a form of the integral equation, as 

 ( )
1 1

2 2

1 1 1 d d 0.

r r

r r

r r

hr r h r h r hr r   −   −  +   =   (2) 

3. Circumferential and radial stress at the disk 

     The analytical expressions for the circumferential and radial stress in the disk, will be, [2] 

 ( )
2

1

2 2 2 1 1 1 2 d .

r

r

p r h p rh h r  = + +      (3) 

 ( )
2

1 1

1 1 1 2 2 2 1 1 1 2

1
d d .

rr

r

r r

p rh p r h p rh h r h r
rh

  
 

=  − + + +       −  
  

   (4) 

4. Radial displacements of the disk at the steady-state creep conditions 

     The analytical expression for determining the disk radial displacements at the steady-state creep 

conditions, c ,u  can be written, after arranging, in the following form, [1-2] 
* Professor in the retirement 
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 ( ) ( ) ( )
1

2 2 2
c 2 , 2.

n

r r ru t T r       
−

= −  +  −    (5) 

It is particularly of interest to investigate the dependence of the radial displacements due to creeping, 

on the disk´s external boundary on time. The whole radial displacement of any arbitrary point of the 

disk and also the point lying on the external boundary of the disk, is composed of three components, 

which are: a) the radial displacement which appears at the initial moment due to the rotation of the 

disk. It appears instantaneously, i.e. as soon as the number of the rotor revolutions n has achieved the 

nominal value, b) the radial displacement due to heating of the disk. It appears instantaneously as 

well, i.e., as soon as, the temperature of the disk assumes the value of the stationary temperature field, 

and, c) the radial displacement which appears due to creeping of the disk. As it was already pointed 

out, those displacements are dependent on time, i.e. they increase with time. All the components of 

the displacements are diagrammatically presented on the Fig. 1. 

 

 
Figure 1. The dependence of the radial displacement, u2, of the 

              external boundary of the gas turbine disk on time t 

5. Retrospect to the results 

     The stresses and the displacements at the gas turbine disk, in the stationary operations state, were 

analyzed in the paper. At that state, the disk is exposed to the great mechanical and thermal loads. 

The uniformly heating of the disk and the long duration of operating in such regimen lead to the 

phenomenon of creeping of the disk material. The creep of the disk will not considerably influence 

the change of the stresses at the disk. The heating especially influences the displacements on those 

which occurred instantaneously, as well as on the delayed displacements which appear as a 

consequence of the creeping of the disk material. Those displacements are depended on time and for 

the considered disk the maximum displacement amounts about 22% of the initial displacement. 

     The mathematical algorithm, derived and applied in the analysis is an exact analytical approach, 

based on solving of the system of the differential equations, which can be found at the books [2, 3] 

and at the papers [1, 4]. All the numerical computations were performed by using the contemporary 

mathematical tools as, the software Wolfram Mathematica.   
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1. Introduction 

 The use of beam finite elements instead of 2D-solid finite elements to model the layers in 

delamination problems has recently been proposed as a useful method to reduce simulation costs and 

total number of degrees of freedom in the model [1]. This approach has already been applied to both 

Euler-Bernoulli [2] and Timoshenko beam finite elements [1]. For the latter, it is common to use 

Lagrangian polynomials as interpolation functions. To scope of this work is to investigate whether 

the use of alternative interpolation functions can further improve the performance of Timoshenko-

beam finite-element model (FEM) for mixed-mode delamination. 

 In so-called linked interpolation, the displacement field is interpolated using not only the 

contribution of nodal displacements, but also nodal cross-sectional rotations. Such interpolation 

functions are derived from the closed-form solution of the Timoshenko beam problem [3]. Therefore, 

they converge to the reference solutions faster (with coarser meshes) than those with standard 

Lagrangian interpolations [4]. In this work we apply the quadratic linked interpolation functions of 

two-node Timoshenko beam elements to corresponding 4-node interface elements. These 

interpolation functions are enhanced by introducing a second-order interpolation function in the field 

of transverse displacements, which, in addition to nodal transverse displacements, takes into account 

also the nodal cross-sectional rotations. At the same time, the fields of axial displacement and cross-

sectional rotation are interpolated using the linear Lagrange polynomials. 

 

2. Formulation and Simulation 
 A sample 4-node cohesive element (BINT4) attached to the nodes of two adjacent two-node beam 

finite elements and the corresponding degrees of freedom in each node is shown in Figure 1(a). A bi-

linear cohesive zone model in both mode I and II (Figure 1(b)) is embedded in BINT4 elements. 

 

 

 
 

(a) (b) 

 
Figure 18. a) BINT4 cohesive element attached to nodes of two-node beam finite elements, b) Bi-linear 

cohesive-zone model embedded in BINT4 element 

 

 The second-order linked interpolation for two-node Timoshenko beam element of length Le reads: 

 𝑣 =
1−𝜉

2
𝑣1 +

1+𝜉

2
𝑣2 +

1−𝜉2

4
𝐿𝑒(𝜃1 − 𝜃2) (1) 
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where −1 < 𝜉 < 1 is the natural coordinate of each integration point. Note that by cancelling the last 

term in Equation (1), it becomes the standard linear Lagrangian interpolation function. 

 The presented FEM based on two-node Timoshenko beam elements and corresponding beam-

linked interface elements is implemented in FEAP [5] and used to solve several delamination 

problems in mode I, II and mixed-mode. A comparison between the linear and quadratic linked 

interpolation on a DCB example from [6] is given in Figure 2. It can be seen that for the same number 

of elements, the linked interpolation elements give a smoother solution. This implies that to obtain a 

satisfactory level of accuracy, the mesh size, and therefore the computational time, can be 

significantly reduced when linked interpolation is employed for solving delamination problems. 

 
Figure 2. Comparing the performance of linear and linked interpolation for Le=20mm 

4. Conclusions 

We present a novel FEM for efficient and accurate modelling of mixed-mode delamination. It is based 

on two-node Timoshenko beam finite elements with quadratic linked interpolation and the 

corresponding beam-linked interface elements. It is shown that quadratic linked interpolation for the 

same mesh size can provide a more accurate solution compared to the linear Lagrangian interpolation, 

which is very relevant for simulation of delamination problems. However, more investigation is 

necessary to assess the performance of the new model on as many as possible different combinations 

of geometrical and material parameters of specimens.  
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1. Introduction 

 Continuous development and improvement of technical devices lead to an increasing demand for 

high-performance magnets. Here, micromagnetic simulations can be used to determine the 

distribution of magnetization vectors on fine scales and predict material properties. However, a 

central and challenging requirement in micromagnetism is to constrain the length of the magnetization 

vectors to the Euclidean norm. In this contribution, different methods to preserve this norm are 

compared and evaluated.  

2. Magneto-elastic micromagnetic setup 

 The governing equations in micromagnetic simulations are the magnetic Gauss law div B = 0 and 

the balance of linear momentum div 𝝈 = 0, where B defines the magnetic induction and 𝝈 the linear 

Cauchy stress tensor. The magnetic induction is defined as 𝑩 = 𝜇0(𝑯 +𝑴), where 𝜇0 is the magnetic 

vacuum permeability, H the magnetic field and M the magnetization. The magnetic field is derived 

via a magnetic scalar potential 𝑯 = −∇𝜑 and the magnetization 𝑴 = 𝑀𝑠𝒎 is a composition of the 

magnetic saturation magnetization 𝑀𝑠 and the unit director m. The stress tensor follows the definition 

as 𝝈 = ℂ ∶ 𝜺, where ℂ defines the material elastic tensor and                                  𝜺 =  
1

2
(∇T𝒖+ 𝛁𝒖) 

the linear elastic strain tensor. The energy functional H of the magnetic solid contains different 

competing energy parts, such as contributions to magnetostatics Hmag (H, m), to the magnetic 

exchange Hexc (∇m), to the magneto crystalline anisotropy Hani (m) and to elastic properties Hela (𝜺, 

m). Depending on this energy functional, the constitutive relations for the magnetic induction and the 

mechanical stresses can be represented as 𝑩 = −∂ℋ/ ∂𝑯 and 𝛔 = ∂ℋ/ ∂𝛆. The evolution of the 

magnetization vectors is described by the well-known Landau-Lifshitz-Gilbert (LLG) equation, that 

yields the following representation  

 

(1) 

where 𝛾0 is the gyromagnetic ratio, 𝛼 the Gilbert damping parameter and 𝑯𝐞𝐟𝐟 =
−𝟏

μ0Ms
δℋ/δ𝒎 is the 

effective field. A crucial aspect in micromagnetic simulations is the conservation of the length of the 

magnetization vector ||m||=1. Within this contribution the constraint is enforced in three different 

ways. First, a penalty term Hpen (m)=𝜅(||𝒎|| − 1)𝟐 is added to the total energy functional, that 

penalizes the deviations of m from the Euclidean norm in dependency of the penalty parameter 𝜅, 

compare [1]. Second, the set of equations to be solved is extended by a perturbed Lagrange multiplier  

(2) 

 

that constraints the magnetization vectors as introduced in [2]. The difference between the penalty 

method and the perturbed Lagrange multiplier is the determination of the penalization intensity. 

While the penalty must be set initially, the Lagrange multiplier is adjusted in each iteration. This leads 

to a more precise preservation of the norm and thus to better results, but also implies longer 

�̇� =  − 𝛾0𝜇0 𝒎 × 𝑯
𝒆𝒇𝒇 +  𝛼 𝒎 × �̇�, 
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computation times due to the additional degree of freedom. Third, a method that satisfies the 

constraint a priori is the use of spherical coordinates. Here, the magnetization vectors are 

parameterized as 𝒎 = [sin𝜃1 cos 𝜃2, sin 𝜃1 sin 𝜃2, cos𝜃1]
𝑇 and the angles are the interpolated 

quantities, compare [3].  

3. Numerical examples 

 A permalloy nano disk with a radius of 150nm and a thickness of 32nm is initialized with a random 

magnetization and subsequently relaxed to its self-equilibrium vortex state. Afterwards, an external 

magnetic field 𝜇0𝐻2 is applied to the nano structure and cycled between 200mT and -200mT to gain 

the characteristic hysteresis loops, presented in Figure 1c. The material parameters are taken from [4] 

and a Gilbert parameter 𝛼 = 0.5 was used. To stress the differences in the introduced restrictions, all 

methods are applied to simulate the loops. 

 
Figure 1. The vortex gained by a) the penalty method and b) the spherical coordinates. The hysteresis 

in c) show good agreement for the penalty and the Lagrange method, but not for the sph. coordinates. 

4. Conclusion 

 In this contribution, different methods to preserve the length of the magnetization vectors are 

compared. While the results of the penalty method and the Lagrange multiplier agree well, the results 

of the spherical coordinates show non-physical behavior, which is also reflected in the hysteresis.  
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1. Introduction 

 Instrumented micro- and nano-indentation is a powerful and widely used experimental technique 

for the characterization of the material behavior at small scales. This concerns also the shape memory 

alloys (SMAs), which have gained considerable attention in science and industry thanks to their 

spectacular features of pseudoelasticity and shape memory effect, originating from the 

crystallographically reversible martensitic phase transformation [1]. In general, when the SMA 

material is in the pseudoelastic state, the indentation-induced martensitic microstructure disappears 

during unloading, as a result of the reversible transformation, and thereby, the load–indentation depth 

response is the only available data from the experiment that is used for material characterization, see 

e.g. [2]. It thus appears that modeling is the primary means to examine the martensitic microstructure 

and can be exploited to supplement the experiment.  

 Modeling the indentation in SMAs has been the subject of numerous studies. The majority of the 

modeling studies available in the literature are limited to macro and meso scales, where either 

macroscopic phenomenological models or micromechanical crystal plasticity-like models are used. 

These models are relevant for scales higher than the spatial arrangement of individual martensite 

variants and phase boundaries. On the other hand, atomistic simulations that employ the molecular 

dynamics (MD) are limited to very small spatial and temporal scales. It seems that continuum 

modeling of spatially-resolved martensitic microstructure at an intermediate scale between atomistic 

and micromechanical modeling is desired. Phase-field method is a suitable computational tool 

applicable at this scale, and has thus been employed in this work to analyze the microstructure 

evolution in pseudoelastic SMA during nano-indentation. 

 

2. Finite-strain phase-field model   

 A recently-developed phase-field model for multivariant martensitic transformation has been used 

in this work [3,4]. The model possesses a number of important features that enables it to provide a 

physically relevant description of martensitic transformation under nano-indentation. More 

specifically, the model is formulated in the finite-deformation framework, admits an arbitrary 

crystallography of phase transformation, and an arbitrary elastic anisotropy of phases (consistent with 

crystallographic symmetry of phases). Computer implementation is done based on the finite-element 

method, and thus allows a natural treatment of the indentation contact problem.  

 In view of the high mesh density needed to capture the detailed microstructures, the computational 

problems addressed are quite expensive. The computational model has proved to be robust and 
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exhibited a good parallel scaling performance, and as a result, is able to handle large-scale 3D 

simulations, reaching 150 million degrees of freedom [3]. 

 

3. Simulation of the microstructure evolution in CuAlNi during nano-indentation 

 Having this advanced model at hand, the goal in this work is to thoroughly investigate the 

martensitic microstructure evolution in CuAlNi SMA (where most of the material parameters are 

known from the experiments reported in the literature) during nano-indentation. In particular, the 

impact of the crystallographic orientation on the load–indentation depth response and the 

microstructure is studied, see Fig. 1. In addition, we show that the characteristic features of our model, 

namely the finite-deformation formulation and elastic anisotropy, are crucial elements to correctly 

predict the microstructure. To our knowledge, such a comprehensive high-resolution microstructure-

based modeling study has not been reported so far. 

 

 

 
Figure 1. The effect of crystallographic orientation on (a) the load-indentation depth response, and (b) 

the martensitic microstructure.  
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1. Introduction 

 A cohesive interface element for layered shell analysis is presented. The element can be used to 

simulate the initiation and growth of delamination between stacked noncoincident layers of facet shell 

elements. Cohesive zone law is expressed with continuous exponential expressions relating tractions 

to the separations in mode I and mode II interactively. 

2. Facet shell elements used for layers 

 Layers are modelled with four-node facet shell elements that are derived for the Mindlin plate 

theory accounting for the plate shear deformations and with the membrane in-plane deformations. So-

called problem-dependent linked interpolations of cubic order are used for lateral displacement and in 

plane rotation fields (w, θx, θy) of the plate part of the element stiffness matrix [1], that is capable to 

model one-dimensional problems exactly even in the thin limit conditions (Kirchhoff plate theory). 

Interpolations for the in plane displacements (u, v) are also enriched with higher order terms 

dependent on the nodal drilling rotations (θz). The element passes the constant bending patch test for 

arbitrary node positions and the in plane patch test for regular meshes. 

 
Figure 1. 8-node cohesive element between two layer facet shell elements: 1-2-3-4 and 5-6-7-8 

3. Cohesive interface element 

 8-node cohesive interface element connects two adjacent plate elements (Fig. 1) in the aligned 

mesh of the modelled problem. The procedure to construct the interface element accounts for the 

thickness offset by applying the kinematic relations of shell displacement and shell in plane section 

rotations to transform the stiffness and internal force of a zero-thickness cohesive element such that 

interfacial continuity between the layers is enforced at the contact surface until delamination. 
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 Interpolation functions for the displacement fields over the interface element are compatible to the 

interpolations of the adjacent shell elements, involving in plane rotations in lateral displacement 

expressions (linked interpolations). 

3.1. Cohesive zone law 

 We prefer to use continuous functions for the cohesive zone law to avoid sudden jumps in the 

stiffness matrix during the force increment process. For that reason we have chosen the exponential 

functions for the cohesive zone law (eCZM) which in our interface element will have the following 

expressions [2]: 

 𝜎𝐼(𝛿𝐼, 𝛿𝐼𝐼) =
𝐺𝐼𝐶

𝛿0,𝐼
2 𝛿𝐼 ⋅ 𝑒

− 
𝛿𝐼
𝛿0,𝐼 ⋅ 𝑒

−
𝛿𝐼𝐼
𝛿0,𝐼𝐼 , (1) 

 𝜎𝐼𝐼(𝛿𝐼𝐼 , 𝛿𝐼) =
𝐺𝐼𝐼𝐶

𝛿0,𝐼𝐼
2 𝛿𝐼𝐼 ⋅ 𝑒

− 
𝛿𝐼𝐼
2

2𝛿0,𝐼𝐼
2
⋅ (1 +

𝛿𝐼

𝛿0,𝐼
) 𝑒

−
𝛿𝐼
𝛿0,𝐼 , (2) 

 σ in (1) and (2) represents traction and δ separation in the cohesive zone law, while GC is a critical 

energy release rate and δ0 separation at maximum traction. eCZM is actually determined by only two 

parameters representing cohesive connecting material between the layers. Indices I and II in (1) and 

(2) are relating the mode of delamination and the blue parts are expressions of interactivity of the 

other mode to the actual mode. 

 The relation between the exponential cohesive zone law and the most used bilinear cohesive lew 

is depicted in Fig. 2. Both have the same traction maximum at the same separation value δ0 and have 

the same GC represented by the area under CZM curve. 

 

 
Figure 2. Exponential (eCZM) vs. bi-linear (BLCZM) traction-separation law with equal maximum 

traction 

4. Conclusions 

The results indicate that simple facet shell models and displacement compatible cohesive interface 

models can retain many of the necessary predictive attributes of much more complex three-

dimensional models while providing accuracy and the computational efficiency that is necessary for 

the design of the layered structures.   
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1. Introduction 

 Sensor Placement Optimization (SPO) has been a topic of interest for over four decades now, as 

it is crucial in many technical fields. While computational power continually evolves, demands evolve 

as well because SHM is being applied to more complex structures. There is a lot of room for 

improvement of SPO within SHM alone, including specialized cost functions [1], as encompassing 

all the relevant data of a real-world problem is often way out of reach, financially and numerically. 

 We present an algorithm with the ability to force grouping of possible sensor positions from 

individual physical locations into sensor clusters, and then optimize the number and position of 

clusters using a series of convex optimizations through an iterative process. This is mostly applicable 

to SHM systems but can be adapted for use elsewhere. Examples of when might such clustering be 

beneficial include: to avoid separating axes for multi-axis values like vibration, or limit the number 

of physical locations with sensor mounts and cabling. 

2. Method 

 Developed algorithm transforms the stiffness, damping and mass matrices from a 2D mass-spring 

grid into a continuous time state space system and minimizes the observer error to find observer gain 

values that best approximate it. So far, this is a standard procedure for unrestricted observer design 

that isn’t applicable to restricted designs in general (like this one), but it was proven in [2] that it can 

be used for SPO in this manner.  

 The method introduced in this paper is an addition to the cost function that minimizes the observer 

error: grouping of sensors together into clusters in a way that makes it possible to optimize sensor 

placement while using either none or all the sensors from each cluster, while still remaining in convex 

optimization space. This is achieved by grouping columns of the observer gain matrix for desired 

sensor clusters with an 𝐿2 norm and then inducing sparsity within those clusters. Inducing sparsity 

with an 𝐿0 norm would be ideal, but that is not a convex problem, so instead an iterative technique 

(based on [3]) for relaxing an 𝐿0 norm within SPO is modified to work with pre-defined clusters of 

sensors. Each cluster’s value is weighted with its near inverse value from the previous iteration, 

effectively making each cluster worth either a one or a zero after the iteration process, thus 

approximating the 𝐿0 norm. The simplified form of the final cost function is: 

 

min      𝛾2⏟
𝑂𝑏𝑠𝑒𝑟𝑣𝑒𝑟 𝑒𝑟𝑟𝑜𝑟 
𝑠𝑢𝑏𝑠𝑡𝑖𝑡𝑢𝑡𝑒

+  𝛼 ∑

(

 
 
 
𝛽𝑔
𝑖𝑡√∑ ((∑|𝐿𝑖𝑗

∗ |

𝑖

)

2

)

𝑗 ∈ 𝑔⏟            
𝑆𝑖𝑛𝑔𝑙𝑒 𝑐𝑙𝑢𝑠𝑡𝑒𝑟 𝐿2 𝑛𝑜𝑟𝑚 )

 
 
 

𝑔 ∈ 𝐺

, (1) 

where α is a weight factor that can be used to regulate the number of used possible clusters, 𝛽𝑔
𝑖𝑡 is the 

weight factor of group (cluster) g on iteration it. 𝐿𝑖𝑗 is the value of i-th column and j-th row of the 
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observer gain matrix L. G is the set of all clusters g, and 𝛾2 is the substitute for the observer system 

error. Additional constraints for the optimization process are present but not shown here. 

3. Results and conclusion 

 Clustering algorithm was tested and compared to unrestricted, free SPO. Figure 1 compares the 

results of a grid with springs in 3 directions and two clamped corners: 

 
Figure 1. Sensor locations for a 4 x 5 mass-spring grid with two clamped corners 

 

 Arrows are a visual representation of the sum of observer gains for each sensor location. They are 

all in their first quadrant because they are drawn from positive values, but each arrow really consists 

of the positive value of observer gains for the x axis and the analogous part for the y axis. Left-head 

arrow is for displacement, and right-head arrow is for velocity data. All dots are masses, black dots 

are clamped in space, and thin lines visualize the positions of springs. SPO result for no clustering 

(free SPO, control) is shown on the left of Figure 1: some masses have utilized all four available 

sensors (two unclamped corners), but others use either one or two sensors. The result for clustered 

sensor selection is on the right side of Figure 1: masses with sensors have both x and y components 

on both velocity and distance data. Therefore, set goal is achieved: the clustering algorithm forces 

each utilized sensor location to take advantage of all the possible data and in turn reduce the number 

of locations containing sensors. Free SPO uses 16 sensors on 8 masses, and clustered SPO uses 16 

sensors on 4 masses.  
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1. Introduction 

 Significant research interest is currently focused on size effects in metal plasticity. As 

a prominent example, the size-dependent behaviour in indentation testing, the indentation 

size effect (ISE), is observed experimentally and also modelled theoretically [1,2]. However, 

predictive modelling of the ISE still constitutes a challenge, even if a great variety of gradient 

plasticity and gradient crystal plasticity models exist in the literature. 

 In this work, a gradient crystal plasticity model is developed [3] by combining the small-

strain Cosserat crystal plasticity model [4] with the concept of the natural length scale that 

results from the minimal gradient enhancement of crystal plasticity proposed in [5,6]. Our 

finite-element simulations of spherical indentation in a Cu single crystal show that the model 

delivers quantitative predictions of the effect of indenter radius on hardness without 

introducing any adjustable parameters. 

2. Gradient-enhanced hardening law and Cosserat crystal plasticity 

 The Cosserat crystal plasticity framework [4] provides the description of lattice rotation 

which allows one to determine Nye’s dislocation density tensor. Nye’s tensor is often used 

as a measure of geometrically necessary dislocations (GNDs) that are known to be 

responsible for the size effects in crystals deformed by plastic slip. Following [5,6], the GND-

type hardening is here modelled by introducing a single internal length scale. This natural 

length scale is an explicit function of the flow stress defined as the isotropic part of critical 

resolved shear stresses. Accordingly, size effects are modelled without introducing any 

additional material parameters.  

 In the resulting model, the incompatibility of plastic deformation field is simultaneously 

included in two different ways. The first one is well known and incorporates the gradient 

effect of accumulated rotation of the crystallographic lattice on the kinematic hardening in 

the Cosserat crystal plasticity model. The second way incorporates the effect of the current 

incompatibility of lattice spin on the total dislocation density rate, resulting in an additional 

isotropic hardening term in the gradient-enhanced hardening law [5,6]. 

 The model has been implemented in the finite element method. In practical terms, the 

Cosserat framework is computationally beneficial  because it requires only three additional 

global unknowns in a general 3D problem, as opposed to 9 up to 12 additional unknowns in 

the micromorphic framework [7] and in the original implementation of the minimal gradient 

enhancement [6]. Note that two additional parameters that appear in the elastic strain energy 

of the Cosserat continuum are calibrated such that they do not significantly influence the 

material response within the range of scales of interest. 
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3. Size effect in spherical indentation of a Cu single crystal 

 Finite-element simulations of spherical indentation of a Cu single crystal have been 

performed in 3D showing that the model is capable of predicting the indentation size effect. 

The predicted increase of the indentation hardness with decreasing indenter radius shows a 

good agreement with experimental observations. For instance, Figure 1 shows the 

dependence of the nominal hardness on the nominal contact radius for the indenter radius R 

varied between 250 m and 1.75 m. Experimental data has been taken from [8]. It is recalled 

that the gradient-enhanced hardening law does not involve any adjustable parameter, hence 

the indentation size effect is here predicted rather than fitted. 

 

 
  

Figure 1. Size effect in spherical indentation: dependence of the nominal hardness on the normalized 

nominal contact radius. 
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1. Introduction 

X-ray Free-Electron Lasers (XFELs) emit intense femtosecond X-ray pulses and are 

increasingly being used to obtain diffraction data from hard to crystallize protein crystals. To 

reconstruct the structure of a protein macromolecule it is necessary to record and process a 

very large amount of diffraction images [1]. Since protein crystals hit by this intense X-ray 

beam are destroyed during this process, data collection requires a continuous supply of fresh 

samples. The microcrystals dispersed in a buffer liquid are typically delivered into an X-ray 

beam with a gas-focused micro-jet. However, these samples are hard to prepare and usually 

available in very small quantities. Therefore, one of the goals is to obtain high-quality 

measurements with the least sample consumption. To detect weak signal from individual 

protein crystals the signal coming from the surrounding buffer liquid should be minimized. 

This means the liquid in the jet should be as thin as possible. To avoid any interference from 

the nozzle the interaction with the X-ray should happen away from the nozzle meaning the 

jet has to be reasonably long and stable, pointing in the same direction. High repetition rate 

XFELs also require fast jets so that the interaction region is constantly replenished with fresh 

samples.  

2. Overview of Developments 

Our developments based on computer simulations [2] and experimental validation [3] of such 

micro-fluidic systems for sample delivery as well as sensitivity studies of process parameters 

[4,5] and material properties [6,7] on their behavior will be presented. The simulation is 

performed with the finite volume OpenFOAM® code using volume of fluid approach as well 

as own meshless phase-field formulated one-domain approaches [8,9] and front-tracking 

boundary meshless technique [10,11]. We will elaborate research and development of some 

of the new sample delivery systems, including the deposition of the samples on the tape, gas 

and liquid focusing nozzles [12,13], nozzles producing thin liquid micro-sheets [14], as well 
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as the design of newly developed convergent-divergent nozzles [15] and nozzles with liquid 

acceleration in an electric field that create even thinner micro-jets.  
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1. Introduction 

 Peridynamics is a non-local continuum theory of mechanics which was proposed to model 

spontaneous crack initiation and propagation in solid bodies [1]. The peridynamic formulation is 

based on integral equations, such that the interactions between material points, the so-called “bonds”, 

exist only within a finite cut-off distance 𝛿. The peridynamic equation of motion is given as: 

 𝜌(𝒙)�̈�(𝒙, 𝑡) = ∫ 𝐟(𝒙, 𝒙′, 𝑡) d𝑉𝒙′𝐻𝒙
+ 𝒃(𝒙, 𝑡) , (1) 

where 𝜌 is the density, �̈� is the acceleration, 𝐟 is the force of the bond between the interacting points 

𝒙 and 𝒙′, 𝐻𝒙 is the neighborhood of point 𝒙, 𝑑𝑉𝒙′ is the differential volume associated to point 𝒙′ and 

𝒃 is the external force density. Note that the neighborhood 𝐻𝒙 is the set of points with which point 𝒙 

interacts, namely the sphere centered in 𝒙 with a radius 𝛿. However, the neighborhoods of the points 

closest to the boundary of the body are incomplete, thus there is an undesired stiffness fluctuation in 

those regions. This issue can be solved by using the fictitious node method which completes the 

partial neighborhoods near the boundary of the body [2,3]. 

 Peridynamic equations are solved by means of numerical integration: the body is discretized with 

a meshfree method in a regular grid of nodes, each representative of a cubic cell with edges of length 

ℎ, where ℎ is the uniform grid spacing. Therefore, the discretized equation of motion of a node 𝑖 is 

given as: 

 𝜌(𝒙𝑖)�̈�(𝒙𝑖 , 𝑡) = ∑ 𝐟(𝒙𝑖, 𝒙𝑗, 𝑡)𝛽𝑖𝑗Δ𝑉𝑗∈𝐻𝑖 + 𝒃(𝒙𝑖, 𝑡)  , (2) 

where Δ𝑉 = ℎ3 is the volume of the cells and 𝛽 is the quadrature weight of the bond connecting nodes 

𝑖 and 𝑗. The value of 𝛽 is determined as the fraction of cell volume lying within the neighborhood, as 

shown in Figure 1. The more correctly 𝛽 is computed, the more accurate the numerical results are 

[4,5]. 

 
Figure 1. A bond in which node 𝑗 has a quadrature weight 𝛽 ≈ 0.97. 

2. Exact computation of the quadrature weights 

 A bond between nodes 𝑖 and 𝑗 is identified by the vector 
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 𝝃 = 𝒙𝑗 − 𝒙𝑖  . (3) 

For the computation of 𝛽, we can consider only bonds with 𝜉3 ≥ 𝜉2 ≥ 𝜉1 ≥ 0, where 𝜉1, 𝜉2 and 𝜉3 

are the 3 components of 𝝃, since for instance bonds (𝜉1, 𝜉2, 𝜉3) and (𝜉1, 𝜉2, −𝜉3) have the same 

quadrature weight for symmetry reasons. The integral to compute the quadrature weights is given as: 

 𝛽 =
1

ℎ3
∫ ∫ ∫ d𝑧

min(𝑧2,√𝛿
2−𝑥2−𝑦2)

𝑧1
d𝑦

min(𝑦2,√𝛿
2−𝑥2−𝑧1

2)

𝑦1
d𝑥

min (𝑥2,√𝛿
2−𝑦1

2−𝑧1
2)

𝑥1
 , (4) 

where 𝑥1 = 𝜉1 − ℎ/2, 𝑥2 = 𝜉1 + ℎ/2, 𝑦1 = 𝜉2 − ℎ/2, 𝑦2 = 𝜉2 + ℎ/2, 𝑧1 = 𝜉3 − ℎ/2, 𝑧2 = 𝜉3 +
ℎ/2 are the coordinates of the cell faces.  

 The integral in Equation 4 should be split into a sum of integrals over domains in which the 

minimum functions have the same values. This procedure leads to 10 different cases of cube-sphere 

intersections, as shown in Figure 2. Then, the split integrals can be solved exactly: some of the 

integrals have their analytical solutions, whereas some others do not have an explicit solution. In the 

latter case, a Taylor series expansion of the integrand is performed, and the resulting polynomial can 

be integrated. If the truncation order of the Taylor series is high enough, the errors arising from this 

approximation can be kept under machine precision. 

 

 
Figure 2. Possible cases of cell-neighborhood intersections. The symmetric intersections are not shown 

here because they can be reduced to one of the above cases by considering only one half or one fourth of 

the integration domain and multiplying the result by 2 or 4. For instance, the spherical cap can be 

reduced to Case-9 by considering only one-fourth of the cube-sphere intersection. 

3. Conclusions 

    The accurate numerical integration in peridynamic meshfree uniform grids has been an issue for 

years because it ensues the complex computation of several cube-sphere intersection volumes. We 

proposed an innovative method to exactly compute the cube sphere intersections for any radius 𝛿 of 

the neighborhood, any grid spacing ℎ and any position of the cell within the neighborhood. 
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1. Introduction 

 Earthquake loading might represent the worst loading condition the structure will experience in 

its design life. If not accounted for it properly, the loading might be devastating for the structure and 

people using it, as recently witnessed during the devastating earthquakes in north-western Croatia. 

However, overestimating the loading might lead to very redundant structures, an unnecessary waste 

of resources, with negative implications to sustainability. As demonstrated in previous research, if a 

long-span structure’s supports are excited with the same function, but with a time delay, the resulting 

structure loading will be less severe than if the same excitation is applied simultaneously at all 

supports. This is particularly interesting when it comes to long-span bridges, where accounting for 

the phase shift could noticeably reduce the demand on the structure.  

 This work presents results obtained by a numerical procedure as well as an experimental program 

on a simply supported beam model (as shown in Figure 1). In the numerical procedure 3D beam 

Euler-Bernoulli and Timoshenko finite elements are used for determining the stiffness matrix, while 

both lumped and consistent mass matrices were implemented. The damping matrix is based on the 

Rayleigh damping theory, while Newmark’s method was used for direct integration. The 

experimental program is conducted on a simply supported beam model attached to two seismic 

platforms used to simulate synchronous and asynchronous multiple-support excitation. Support 

excitation in the transversal horizontal direction is considered, while the vertical and longitudinal 

horizontal excitation are neglected for this purpose. Excitation function and response of the model 

are monitored by a contactless optical measuring system based on digital image correlation procedure. 

 

 
Figure 1. Scheme of the model with 3 added masses 

3. Numerical algorithm 

 A numerical algorithm has been developed to solve the following equation of motion governing 

the linear dynamic response of finite elements [1]: 

      𝑴�̈� + 𝑪�̇� + 𝑲𝑼 = 𝑷𝑒𝑓𝑓                     (1) 

where 𝑴, 𝑪 and 𝑲 are the mass, damping and stiffness matrices, �̈�, �̇� and 𝑼 are the acceleration, 

velocity and displacement vectors, while 𝑷𝑒𝑓𝑓 is the vector of externally applied loads for the finite 

element model of the structure, defined as 𝑷𝑒𝑓𝑓 = −𝑴𝜾�̈�𝒈(𝑡) for multiple-support excitation system, 

where 𝜾 is the influence matrix, as given in [2].  The numerical algorithm has been implemented in 

the programming language Python.  
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  The finite element formulation of 3D beam elements is used, where Both Euler-Bernoulli and 

Timoshenko beam elements are implemented to assemble the structure stiffness matrix 𝑲. Both 

lumped and continuous mass matrices have been implemented. Reyleigh damping has been assumed 

[1, 2]. The code has been validated against a commercial finite-element in static analyses.  

 Equation (1) has been solved using Newmark’s direct time-integration method as described in [1]. 

Numerical results have been compared with the experimental results presented in [3]. 

4. Experimental programme 

 An experimental programme has been carried out in order to get a better insight into dynamic 

response of simply supported beam models subject to synchronous and asynchronous multiple-

support excitation. The setup consists of an aluminium beam with 3 added weights, attached to two 

seismic platforms via aluminium supports and an optical system for measurement of 3D 

displacements. Two Quanser ST-III seismic platforms are used. The specimen has been prepared for 

the measurement by sticking round markers at positions of interest and photographed throughout the 

experiment via a set of high-speed cameras from GOM Aramis 4M optical measuring system. The 

series of photographs obtained has been post-processed using digital image correlation approach, 

which enabled calculation of the displacements of markers (from which velocities and acceleration 

are computed via time differentiation).  

 Thirty-three experiments have been conducted, with sinusoidal excitation as well as excitation 

from historic earthquake data (Northridge 1994, El Centro 1940 and Kobe 1995). The beam model 

has been subjected to each excitation function both synchronously (the excitation started at the same 

time at both platforms) and with a delay of 0.5 and 1 second for support B. 

5. Conclusions 

The described numerical approach and experimental programme provide a useful insight into the 

dynamic response of long structures to seismic base excitation without and with a given delay between 

excitation of the supports. The contribution of governing modes of oscillation changes with respect 

to the delay between the excitation of the supports. The experimentally obtained results show that 

some delay conditions result in a significant decrease of the 1st (symmetric) mode of oscillation, while 

other conditions can amplify the 2nd (asymmetric) mode. The described numerical procedure, once 

properly validated against experimentally obtained data, will enable running multiple simulations 

with variations in static system and material and geometry parameters of the model, as well as 

variation in initial conditions, and excitation functions of the supports. Furthermore, such model can 

be used to simulate the behaviour of longer real-life structures with more than two supports. 
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1. Introduction 

 Acoustic signal detection and analysis is problem of special interest for many years. The 

reason for this interest is its usefulness and applicability in different field such as leak detection, 

underwater communication, medical examinations, architectural acoustics, etc. [1][2]. The analytical 

solutions for problem of the propagation of sound waves are based on basic governing equation or 

approximations of the Kirchhoff solution [3]. Numerical solutions are commonly based on some type 

of finite element methods. This paper concentrates on a practical example in experimental acoustic 

signal detection, using cross-correlation method.  

2. Application of cross-correlation 

 Cross-correlation is a measure of similarity between two waveforms. It is obtained as a shifted dot 

product between two signals x and y 

 (𝑥 ∗ 𝑦)[𝑛] = ∑ 𝑥[𝑚]𝑦[𝑚 + 𝑛]𝑁
𝑚=1  . (1) 

 The auto-correlation is the cross-correlation of a signal with itself.  

 In this paper, the propagation of an acoustic signal through a long pipe was measured. The 

excitation signal is generated in two ways, the first is a clap and the second is Maximum Length 

Sequence (MLS). MLS is a pseudo random signal consisting of the values 1 and -1. The use of a MLS 

signal in acoustics is well established, e.g. for measuring impulse responses [4]. The pipe used is 24 

meters long, with inside diameter 28 millimeters and wall thickness of 3 millimeters. An obstacle in 

the form of rockwool 10 centimeters thick was placed in the middle of the pipe. One microphone is 

placed at the beginning of the tube (at the end where excitation signal is generated).  

 The intent of this work is to observe the feedback, reflected, wave from the obstacle in measured 

signal. Knowing the exact location of the microphone and the obstacle in the tube, it is possible to 

predict where the reflected wave is expected in the measured signal. Figure 1 shows the measured 

signal: a) when the MLS excitation was applied, and b) when the clamp excitation was applied. On 

the figure 1b) with a red vertical line is marked the place of the expected reflected wave. As can be 

noticed at this point the measured signal has oscillations. Naturally, nothing can be noticed on the 

measured signal when the MLS excitation is applied., figure 1a).  

 Further, auto-correlation was applied to the measured signal. Since the signal contains the initial 

wave as well as the reflected wave, by applying correlation, it is possible to find, spotlight, the 

moment when the reflected wave passes by the sensor, figure 2. The expected moment of the reflected 

wave is marked with a red and green vertical line, and it coincides very well with the experimental 

measurement using auto-correlation. 
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a) 

 
b) 

Figure 1. Response to different types of source 
 

 
a) 

 
b) 

Figure 2. Cross-correlation for different types of source 
After applying auto-correlation, the MLS excitation perceptible shows the lag of the reflected wave 

relative to the initial wave. 

3. Conclusions 

 It has been shown that by applying auto-correlation one can easily point out, find, the point of 

passage of a reflected wave relative to the initial wave. The reflected wave is detected at a large 

distance after rebound off a highly absorbent obstacle. It has been experimentally confirmed that the 

application of MLS excitation gives clearer results than excitation by clap.  
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1. Introduction 

 Adhesive joints are nowadays used in a very wide ranging variety of structural engineering 

applications, because of the associated reduction of stress concentrations and their suitability for 

joining lightweight components. Although a number of procedures are available to characterise the 

interface fracture resistance in such structures for quasi-static problems, the increasing use of adhesive 

bonding in the automotive and aerospace sectors makes it particularly important to evaluate the rate 

dependence of the fracture resistance, because of the importance of modelling these structures under 

dynamic loading, and in particular during impact loading. 

 In this paper we present a numerical and experimental study of the rate dependence of the failure 

of adhesive joints based on DCB tests. For the experimental part, we tested 24 adhesive joints made 

of aluminium Al 2082-T6 bonded with the epoxy adhesive Araldite® 2015, in a DCB configuration 

with a prescribed cross-head displacement rate ranging between 0.1 to 5000 mm/min. 

 

2. Experimental results 

The average load-displacement curves for each speed shown in Figure 1 clearly show that the 

adhesive has shown a considerable amount of rate dependence, because the fracture resistance of the 

adhesive (and therefore the overall bearing capacity of the adhesive joint) obviously increases with 

the load-line displacement speed. However, it can be noticed that the two lowest speeds (namely 0.1 

and 1 mm/min) essentially overlap, which suggests that the slow limit (i.e. the limit below which the 

rate dependence of the adhesive is negligible) has been reached. In order to characterise the behaviour 

when the fast limit is approached more tests would be needed, which could not be conducted in this 

project because the maximum speed of the testing machine available was 5000 mm/min. 

 

3. Numerical model 

 The numerical simulations use a previously proposed cohesive-zone model (CZM) based on 

fractional viscoelasticity [1] and a novel finite element combining a Timoshenko beam and an 

interface element. The advantages of using beam finite elements for modelling DCB specimens have 

been reported in [2,3]. The model has 7 parameters in total and a simple procedure for their 

identification is proposed. The parameters defining the slow and fast limit can be easily identified 

using the previously proposed algorithm [4] implemented in software DCB PAR. A simple procedure 

for identifying the two remaining rate-dependent parameters is also proposed. 

mailto:leo.skec@uniri.hr
mailto:giulio.alfano@brunel.ac.uk


10th International Congress of Croatian Society of Mechanics 

September, 28-30, 2022, Pula, Croatia 

 

 

246 

 

 

 
Figure 1. Average experimental load-displacement curves for DCB tests performed at different speeds 

4. Results and conclusions 

The comparison between experimental and numerical results confirms the capability of the CZM of 

capturing the experimental response, also for a glassy polymer, over a wide range of speeds with the 

same set of 7 parameters, only two of which are related to the model rate dependence. This is unlike 

models based on experimental kernels, which require a much larger number of parameters.  

 We also present an effective procedure to determine the `fracture resistance-crack growth' curve 

without the need for measuring the crack length and the crack speed, but only by closed-form  post-

processing of the measurements of the load and the displacement, immediately available at the end 

of the tests. 

 Although the curve found is sigmoidal, we do not think we have sufficient evidence to exclude 

that at higher speeds than those tested in this work the motonicity could be lost and the fracture 

resistance could decrease. This would in turn result in some sort of `bell shape' of the curve, such as 

the results theoretically obtained in [5] when damage is assumed to be driven by the entire free energy. 

This final observation suggests that more tests should be done to fully characterise the behaviour of 

the adhesive, which will be the objective of future work. 
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1. Introduction 

 One of the main parameters during the design of the marine vehicles in the preliminary stages 

requires knowledge of the vehicle resistance in calm water at the interval of the design forward speeds. 

In situations when the vessel operational profiles take place in the coastal and inland areas often 

restricted by the water depth, the variable water depth effect (variable bathymetry of the sea bottom) 

has an important role upon the estimation of wave making resistance. 

 In this study an investigation of the wave making resistance in both; deep and shallow/finite water 

depth scenarios is carried out within the framework of the Michell thin ship theory. The theory has 

been applied on several marine vehicles designs where it has been demonstrated that the successful 

estimation of the wave making resistance parameter can be obtained in comparison to more complex 

theoretical methods such are for instance BEM or CFD. 

2. Applicability of wave making resistance models 

 The estimation of the wave resistance RW in calm water within the framework of the potential fluid 

flow theory is carried out based on the foundation of ordinary and modified Michell thin-ship theory 

with inclusion of the viscous effects by adopting the approach given by [1] and [2], and [3] and [4], 

respectively. In particular, the deep water, i.e., infinite water depth and shallow/finite water depth 

effects are investigated by considering different type of the floating type of bodies (mono- and 

multihulls) and the submarine like, type of bodies operating in a vicinity of calm free surface.  

 Figure 1 shows predicted nondimensional wave making resistance CW |RW|/(0.5U2S) in deep and 

shallow/finite water depth for the interval of water depth to ship length ratios |h|/L  [0.1, 0.6]. The 

calculated results for |h|/L = 0.1 are compared with [5] results (black dots) showing that excellent 

agreement is obtained. As can be normally expected the increase of CW in the shallow/finite water 

depth scenario is a direct consequence of the ship generated wave system (for more details see also 

[6]). 

 Second example given in Figure 2, shows estimation of the nondimensional wave making 

resistance CW for two different submarine like bodies designs, namely the DARPA SUBOFF and 

Joubert BB2 submarine. As can be seen from the figure, for both parts a) and b), the Michell model 

although in qualitative agreement with the more complex, and sophisticated methods [7] and [8] it 

significantly underestimates the wave resistance in the interval of higher Froude numbers Fn (around 

and above 0.2). The viscosity effects in the ordinary Michel wave making resistance model are 

investigated on Joubert BB2 bare hull submarine including deck, see part b) of Figure 2. 

 As can be observed from the figure the ordinary Michell wave resistance curve (solid black line) 

is significantly damped due to presence of the viscosity effects in the range of Froude numbers Fn > 

0.2. For the lower Froude numbers, the situation concerning the behavior of the wave making 

resistance curve is inversed, i.e., the wave making resistance is increasing and the obtained results for 

both submarines are more in agreement with the steady CFD VoF method (and experimentally) 

obtained results.  
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Figure 1. Nondimensional wave making resistance CW = |RW|/(0.5U2S) for Wigley hull in deep 

water and shallow/finite water depths.  

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 2. Nondimensional wave making resistance CW for DARPA SUBOFF a) and Joubert BB2 

submarine b) at the submergence to maximum height (of submarine) ratio d/Hh = 1.1.  

3. Concluding remarks 

 Present work investigates application feasibility of the ordinary and modified (viscosity effects 

included) Michell thin ship wave making resistance theory. By doing so, the wave making resistance 

has been studied on a preselected different marine vehicles design (the ships and the submarine like 

bodies) by considering the deep water and the shallow/finite depth water effects.  

 Based on the satisfactory agreement with the publicly available results, the presented theory can 

be utilized in the optimization process of the hull form designs of marine vehicles as seen from the 

perspective of minimized wave making resistance in calm water. 
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1. Introduction 

 Tall buildings are particularly sensitive to wind loads which can result in excessive building 

motion. In densely populated areas, the assessment of wind loads on buildings can be an issue because 

of the interference effects between neighboring buildings. Complex airflows in urban areas can result 

in strong local pressures on engineering infrastructure. This can have an adverse effect on building 

façades, potentially causing cladding failure. In this work, the interference effect of two high-rise 

buildings was investigated regarding integral wind loads and pressure distribution on the building 

situated at various distances in the wake of another building of equal dimensions. 

2. Experimental setup 

 Experiments were performed in the CRIACIV (Inter-University Research Centre on Building 

Aerodynamics and Wind Engineering) boundary layer wind tunnel at the University of Florence, 

Italy. A model of a suburban-type atmospheric boundary layer (ABL) was generated in the wind 

tunnel. The ABL model corresponds to the international standard EN1991-1-4:2005 [1] category III 

regarding the mean wind velocity, turbulence intensity and integral turbulence length scale profiles. 

The simulation length scale of the model ABL was 1:400. The 500 mm high building model has a 

square base with the edge length D = 100 mm, thus the geometric aspect ratio is 1:1:5, with more 

details provided in [2]. The dummy building model of the same dimensions was placed upstream of 

the studied building model to create aerodynamic interference. Four experimental configurations were 

analyzed, where the dummy building model was situated at 2D, 3D, 4D and 5D upstream of the 

studied building model; these distances refer to the spacing between the leeward surface of the 

upstream building model and the windward surface of the downstream building model. Integral 

aerodynamic loads were measured using a high-frequency force balance (time record length 100 s, 

sampling rate 2000 Hz), while pressure sensors were used for surface pressure measurements (time 

record length 100 s, sampling rate 500 Hz) on the building model. The mean freestream flow velocity 

and dynamic pressure at the building model height were used for normalization purposes.  

3. Results and discussion 

    The studied building model experiences substantial sheltering effects caused by the dummy 

building model situated upstream in all experiments. The integral mean along-wind moment 

coefficient CMD, calculated using the integral mean along-wind moment, freestream velocity at the 

model height, dynamic pressure and windward surface area of the building model, in the 2D 

configuration is halved compared to the 5D experiment. The mean CMD is lower at smaller spacing of 

building models and approaches the CMD experienced by the unsheltered building model, Figure 1. 

    The pressure distributions on the windward façade of the sheltered building model are crucial in 

the interpretation of the results obtained with the force measurements. For instance, as shown in 

Figure 2, the mean pressure coefficients (Cp) on the studied building model in the 2D configuration 
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are nearly zero for the most of its surface area, while the upper portion experiences a slightly positive 

pressure, indicating the dominant role of the interaction with the wake of the dummy building model 

placed upstream.  

 
Figure 19. Mean integral along-wind moment coefficient CMD at various distances between building 

models; horizontal dashed line refers to the mean CMD of the stand-alone building model 

  
Figure 20. Mean surface pressure coefficient Cp distribution on the windward surface of the studied 

building model 

4. Conclusions 

 This experimental study provides insight into the effect of sheltering of two equally sized tall 

building models subjected to turbulent flow. It was performed by measuring integral aerodynamic 

loads on the tall building model placed downstream of the dummy building model by using high-

frequency force balance and pressure sensors. The along-wind moment and respective pressure 

coefficients on the windward surface of the sheltered building model substantially decrease when the 

distance between the two building models decreases.  
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1. Introduction 

 We present here enhanced quadrilateral finite element with implemented embedded strong 

discontinuity for crack propagation analysis of quasi brittle solids. Apart embedded discontinuity, this 

model also contains incompatible modes for solving bending dominating and locking phenomena 

problems while achieving distortion insensitivity [1]. 

2. Methodology 

2.1. Enhanced strain 

 In order to obtain excellent solution accuracy for bending dominating and locking phenomena 

problems, even for chosen coarse mesh, we use Hu-Washizu variational principle with enriched strain 

field based on the method of incompatible modes. Improved properties of that element are presented 

in bending test (Figure 1), selected from paper [2], for which a comparison was made between 

standard (Q4) and enhanced (Q6) quadrilateral element. The test results (Table 1) of the Q6 element 

show significant accuracy compared to the ordinary Q4 element for both LC1 and LC2 load cases. 

 

 
Figure 1. Finite element mesh for Beam bending test 

Table 1. Displacement (point A) results comparison of elements for beam bending test: LC1 

(horizontal) and LC2 (vertical) 

 LC1 LC2 

Element vA vA 

Q4 45.7 50.7 

Q6 96.1 98.1 

Exact 100 102.6 
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2.2. Embedded discontinuity 

 In order to simulate discrete crack in mode I and mode II, embedded discontinuity formulation is 

implemented into the element. In this presented model bulk area is described by elasticity continuum 

model and crack surface with plasticity softening model. Crack formation criterion follows the state 

of the principal stresses in each element in a such way that no crack tracking algorithm is used to 

obtain the results [1,3,4]. The overall work of enhanced embedded element is presented in tension 

test (Figure 2), chosen from paper [3], for which a result comparison was made for three different 

structured meshes. The test results in Figure 3 show an almost perfect overlap of results for all three 

selected meshes. 

 

 
Figure 1. Please write your figure caption here 

 

4. Conclusions 

In this paper we have shown a model of enhanced embedded quadrilateral element that is able to 

accurately simulate the fragmentation process for 2D quasi brittle solids, without using a crack 

tracking algorithm while maintaining the same dimensions of the stiffness matrix as for the initial 

element. 
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1. Introduction 

 For centuries, constitutive material behaviour is described by long-established analytical 

expressions. Such constitutive material models have been obtained using many experimental trials 

conducted over many years throughout history. Traditionally, these expressions have been sufficient 

to describe classical engineering problems. However, due to increasing exploitation of known 

materials and usage of new materials with heterogeneous microstructure, there is need for more 

accurate and better description of the material constitutive behaviour.  
 Most of the existing phenomenological constitutive models do not consider the influence of the 

microstructural effects. Furthermore, experimental measurements are expensive and often not feasible 

on actual constructions. Hence, they are increasingly being replaced by validated numerical 

simulations based on the finite element method. Several different approaches have been proposed to 

describe the constitutive behaviour of heterogeneous materials over past few decades, among which 

the most popular is the multiscale method. According to this method, the constitutive material 

behaviour is determined by a direct link between the two scales, the microstructure and the 

macrolevel. After solving the boundary value problem at the microlevel, which is represented by a 

representative volume element (RVE), the results are averaged (homogenized) and then the boundary 

value problem is solved at the macrolevel [1]. Although the results of multiscale numerical 

simulations are satisfactory accurate, the two-scale calculation is time-consuming and 

computationally expensive process. For this reason, many homogenization methods (reduced 

homogenization methods) have been developed that seek to find the optimum between the accuracy 

of the results and the complexity of the calculation. A robust and efficient method of homogenization 

with a reduced number of degrees of freedom, based on machine learning, has led to significant 

acceleration of multiscale modelling. In discretization of RVE by applying machine learning, material 

points that have similar mechanical behaviour are grouped into the so-called clusters [2]. The use of 

self-consistent clustering to solve multiscale problems has proven to be extremely useful for obtaining 

a large database that will be used to create neural network-based material models. Large databases, 

obtained by validated finite element numerical simulations under different loading conditions, replace 

classical experimental measurements. The present work shows the use of the mentioned methods for 

numerical modelling of deformation processes of nodular cast iron. The microstructure of this 

material consists of three constituents: graphite nodules, ferrite, and perlite. A higher proportion of 

ferrite phase increases the ductility of the material and lowers the tensile strength while an increased 

proportion of perlite has the opposite effect. Graphite nodules have the greatest influence on fracture 

toughness, and depending on their shape, size and distribution, fatigue resistance can be increased 

[3]. Therefore, calculations are performed on the simplified microstructural geometry of nodular cast 

iron RVE using the clustering, and a large database is obtained for different cases of monotonic 

loading. This database is used to train the neural network. The entire analysis is performed assuming 

small strains and plane strain conditions. 

2. Neural networks  

 The main advantage of neural network material models is that the mechanical behaviour can be 

described without the need for classical constitutive law and does not require a priori assumptions 
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about constitutive model and microstructure effects. This advantage is even more pronounced when 

it comes to new materials with complex microstructure. Successful prediction of the constitutive 

behaviour of materials by neural networks requires only a sufficient amount of data obtained by 

numerical simulations of experiments. Also, once a neural network-based material model is 

developed, it can be improved if more numerical simulations or experimental results are available.  

 Each neural network consists of neurons arranged in layers. The first layer consists of input values, 

the last layer represents output values, while all layers in between are called hidden layers. 

Mathematical operations and training process depends on the network architecture, two of which are 

most common. The first is the feedforward neural network in which all neurons are interconnected 

and in which data move only in one forward direction. On the other hand, in recurrent neural networks 

connections between nodes form a cycle, i.e., information about previous history of inputs is 

transferred from neuron to neuron. This type of network architecture is suitable for time-dependent 

data, like path-dependent plasticity [4,5]. Both architecture types are shown in Figure 1. 

 

 
Figure 1. Feedforward and recurrent neural network architecture [6] 

 

 Training of neural networks is performed using backpropagation algorithm. This algorithm is used 

in combination with one of the optimization methods such as stochastic gradient descent, on a set of 

known input and output data. The goal is to minimize the difference between known and predicted 

output values [7]. 

  In this paper, strains and strain energy are used as input data for neural networks, while the goal 

is to accurately predict homogenized stress and homogenized stiffness matrix of nodular cast iron 

RVE. A feedforward network architecture and long short-term memory (LSTM), type of recurrent 

neural network, is used predict constitutive behaviour of nodular cast iron. Efficiency of both network 

architectures is compared to experimental measurements and validated numerical results. Neural 

networks are built using open-source software TensorFlow and Keras API based on the Python 

programming language. The material model obtained by neural networks is implemented into Abaqus 

software through UMAT routine.  
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1. Introduction 

 Polymer sandwich structures have an increasing importance in the transportation industry due to 

their excellent stiffness to weight ratio. The different core structures however can have a significant 

effect on the stiffness and strength behavior of the material [1]. Many researches have been conducted 

to investigate the mechanical behavior of special types of core materials [2]. One of the typical failure 

modes of a sandwich structure is the delamination of the face-sheet and the core [3] but when a 

grooved foam is applied as core material for better formability, the failure process becomes more 

complex due to the existence of resin walls in the foam core. 

 This paper aims to introduce a finite element modeling method to simulate the stiffness and 

strength behavior of sandwich structures effectively and with high accuracy even in full-vehicle scale 

by using layered shell elements. The method is validated with standard bending tests. 

2. Materials and experimental tests 

 The investigated material has glass-fiber reinforced vinyl-ester matrix composite face-sheets 

with a closed-cell PET foam core, which is typically used in the transportation industry. The fiber 

reinforcement is a multidirectional fabric with a stacking sequence of 0°/45°/90°/-45°. The face-sheet 

of the sandwich structure has 3 layers of this fabric with the same orientation and with a symmetric 

lay-up. The core is a FlexiCut type, 25 mm thick PET foam, that has 1.2 mm cuts in every 30 mm. 

Both sides have cuts, on one side the 85 % of the thickness is cut, on the other side the 20 % of the 

thickness. These cuts help the manufacturing, they transfer the resin and this structure allows the full 

impregnability of the sandwich as well as the formability to a complex 3D shape. 

 The stiffness constants of the face-sheets were determined by standard tensile- and shear-tests and 

with the sandwich beams, 3- and 4-point bending were performed. The core structure and the bending 

test set-up is shown in Figure 1. 

 

    
(a) (b) 

Figure 1. Structure of the foam (a) 4-point bending of the sandwich (b) 
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3. FE analysis 

 As a first step we built a detailed finite element model of the sandwich specimen with solid 

elements in the core and with an explicit FE analysis in Ls-Dyna environment. We have also 

managed to predict the crack propagation process as a function of deflection. This provided 

input about the failure mode of the structure that agreed with the experiments. In the second 

step we performed the bending analysis on the detailed FE model with the Ansys implicit solver to 

investigate the 3D stress state at the critical deflection. After that we built the simplified model with 

layered shells and compared its stress-state to the results of the detailed model and determined a 

strength-factor. This strength-factor is defined as the shear strength of the homogeneous foam and the 

shear strength of the inhomogeneous foam including resin walls. By knowing this factor, one can 

model a complete structure in a simplified way with layered shells and evaluate load bearing capacity 

of this kind of complex material with high accuracy. 

 As an example, the typical failure mode and the stress-state of the detailed FE model is shown in 

Figure 2. 

 

    
(a) (b) 

Figure 2. Failure of the sandwich specimen (a) a stress result of the detailed FE model (b) 

4. Conclusions 

We have developed a modeling method with which one can model the stiffness and strength of 

polymer sandwich panels with a heterogeneous core structure with layered shell elements, taking into 

account the stiffening effect of the resin walls in the core. We proved that by modeling the 

heterogeneous core structure with orthotropic material model, a high accuracy can be achieved 

compared to the detailed finite element model, while requiring two orders of magnitude less 

computational time. The stiffness constants of the core-layer can be determined by either extending 

the rules of mixture or performing virtual tension- and shear-tests on detailed 3D finite element 

models. To characterize the failure, we introduced a strength-factor that modifies the initial strength 

of the homogeneous core material for the core structure containing the resin walls. By extending the 

introduced factor, a master curve can be determined as a function of the resin wall thicknesses. The 

method can be effectively used in the conceptual design phase of polymer sandwich vehicle chassis 

as the whole body can be modeled in full-scale this way. 
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1. Introduction 

     In most applications in engineering, the underlying partial differential equations are 

inhomogeneous. Applying the boundary element method to such problems is not straightforward. 

However, the boundary-domain integral method can be used, which accounts for the inhomogeneity 

by means of a domain integral. As with all boundary element methods, the complexity is quadratic, 

i.e., in terms of the domain integral, the method scales with 𝒪(𝑚2), where m is the number of nodes 

in the domain. This prevents the boundary domain integral method from being applied to large real-

world problems. 

 It is known that there are methods that speed up this method and reduce the complexity to 

𝒪(𝑚 log𝑚) or even 𝒪(𝑚). Most methods are based on a hierarchical decomposition of the domain, 

i.e., the ℋ-structure and the use of an approximation technique. After the ℋ-matrix is formed an 

approximation method is employed, e.g., the Adaptive Cross Approximation (ACA). A kind of 

generalization are ℋ2-matrices based on kernel interpolation [1]. The integral kernel is approximated 

with the Lagrange interpolation function. The theoretical complexity of the method is reduced to 

𝒪(𝑚) in terms of memory. To further reduce the memory, the parts of the ℋ2-matrices are further 

compressed, e.g., with ACA or another approximation technique. Further, another domain 

decomposition method is the sub-domain boundary-domain integral method [2]. The method employs 

the Green’s second identity to each element in the domain. The numerical complexity is comparable 

to the finite element method. 

2. Governing problem 

 In the proposed talk, we give an overview of fast methods that can be used to solve fluid flows 

with the boundary domain integral method. Two conservation equations were employed to solve the 

fluid flow. The kinematic equation and the vorticity transport equation. To reduce the complexity of 

the boundary domain integral method we employed the Modified Helmholtz approach [3]. For 

example, the Modified Helmholtz form of the kinematic equation is: 

∇⃗⃗ × �⃗⃗� = (𝜇2 − ∇2)𝑣 + 𝜇2𝑣 𝑛−1, (1) 

where 𝑣  is the velocity, 𝑣 𝑛−1 velocity of previous time step, �⃗⃗�  the vorticity and 𝜇2 the 

underrelaxation parameter. With the Green’s second identity we derive the integral form for equation 

(1): 

𝑐𝑣 + ∫ 𝑣 ∇⃗⃗ 𝑢∗

Γ

𝑑Γ = ∫ 𝑣 × (�⃗� × ∇⃗⃗ )
Γ

𝑢∗𝑑Γ + ∫ (�⃗⃗� × ∇⃗⃗ 𝑢∗)
Ω

𝑑Ω + 𝜇2∫ 𝑢∗𝑣 𝑛−1
Ω

, (2) 

where c is the integral free term and the integral equation is solved with the collocation method. To 

discretize the integral formulation. The domain Ω is divided into cells and surface elements. 

Implementing this on equation (3) the discrete form is: 
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[𝐻]{𝑣𝑖} = [𝐻𝑘
𝑡]{𝑣𝑗} − [𝐻𝑗

𝑡]{𝑣𝑘} + [𝐷𝑘]{𝜔𝑗} − [𝐷𝑗]{𝜔𝑘} + [𝐵]{𝑣𝑖
𝐹−1},  𝑖, 𝑗, 𝑘 = 1,2,3 (4) 

where the indices 𝑖, 𝑗, 𝑘 are directions for the Cartesian coordinate system. Overall, we store eight full 

matrices in memory. The size of [𝐻], [𝐻1
𝑡], [𝐻2

𝑡], [𝐻3
𝑡] are 𝑛 × 𝑛 and the size of [𝐵], [𝐷1], [𝐷2] and 

[𝐷3] are 𝑛 ×𝑚, where 𝑛 is the number of collocation points. To give an example, to store all matrices 

for a large mesh (approx. 750.000 nodes) a memory storing space of approximately 1TB would be 

necessary. To reduce the computational cost, we employ fast methods. 

3. Results and Conclusions 

 In Figure 1, we present the memory storing space depending on the parameter µ. The 

discretised integral formulation from (4) was approximated with the ℋ2-matrix technique. 

Red and orange lines display the storage requirement of the developed algorithm. 

 

 

Figure 21 Storage of the matrix [B] using  the 𝓗𝟐-matrix and ACA for different 𝝁 and mesh densities [4]. 

 

Fast methods reduce the memory storing space and CPU-time for computing the numerical 

simulation. However, one must take care that the error introduced by adding additional 

approximations is at the same order of magnitude as the discretization error and/or due to the solver 

of the system of linear equations. 
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1. Introduction 

 The use of beam theories in the finite element method is usually motivated by clear application 

of model-reduction techniques and computational efficiency. Advanced mathematical theories on 

groups are often employed [1,2,3] to provide a detailed description of dynamics of such structures as 

a single-dimensional function of an arc-length coordinate. The current treatment of contacts between 

beams is somewhat less mathematically rigorous. A simplified contact geometry and integration is 

mostly used resulting in non-objective, though numerically efficient formulations [4,5]. In a physical 

world, interactions between beam-like structures emerge in many different practical applications e.g., 

robotics [5], textile [6], or hair [7] modelling. Usually, these involve very slender structures i.e., the 

beams used to model them are very long and thin. Modelling contacts thus exhibits robustness issues 

manifesting in slow convergence or even divergence when larger changes in configuration need to be 

modelled. We are proposing a new description of contact geometry based on an equidistance curve 

between the two beams with the aim of improving the numerical stability of the method and possibly 

its convergence rate. Although applicable to most contact formulations, we present it here in 

conjunction with the mortar method developed in [4], following our previous research. 

2. Beam-to-beam contact 

2.1. Beam theory 

 A beam is described by a single arc-length coordinate spanning along its entire length, which 

makes a basis for parametrisation of the centerline position and cross-section orientation. In this paper 

we use geometrically exact beam finite element [1]. The contact formulation presented here does not 

exploit the full geometric description of the beam but only its centerline position x(s)  ℝ3. This 

neglects any shear deformation of the beam in contact detection and is a common assumption in beam-

to-beam contact formulations [4,5,6]. As this is the only value that we use from the beam element, 

any specific kind of a beam element is equally applicable within the formulation. 

2.1. Contact 

 Generally, all types of contact between beams are regarded as beam-to-beam contacts. This 

includes point-to-point contacts, where a contact occurs at a discrete point, and line-to-line contacts, 

where the contact is distributed along a line. Because lateral compression and tension are not included 

in the conventional beam theory the point- or line-like contact region is conforming to either a point 

or a line in space. A frictionless contact can be represented through a set of constraints designed to 

prevent penetration by introducing additional forces at the position of the contact. These are 

mathematically analogous to the Karush–Kuhn–Tucker conditions 

 𝑔 ≥ 0, (1) 

 𝐹𝑁 ≤ 0   and (2) 

 𝑔𝐹𝑁 = 0, (3) 

where g is a gap between the beams and FN is a normal contact force. These conditions are written in 

a strong form and as such hold for any point on the beam. Their weak form leads to the mortar method 

where we impose the constraints in an integral sense. 

mailto:%7bjan.tomec,gordan.jelenic%7d@uniri.hr


10th International Congress of Croatian Society of Mechanics 

September, 28-30, 2022, Pula, Croatia 

 

 

260 

 

 Next, a proper gap function must be defined to enable measurement of the distance between the 

beams in interaction. Its mathematical description is usually related to the distance of an orthogonal 

projection of the centreline of a selected beam to the other beam’s centreline, reduced by the combined 

thickness of the two beams [4,5]. This allows a unique and simple definition which provides 

consistently the shortest distance between the two beams. It is, however, affected by the choice for 

the primary beam and is thus not objective. It also features a geometrical error in the gap since the 

projection vector is not perpendicular on the primary beam centerline and therefore simply subtracting 

that beam’s thickness results in an apparent gap which is larger than the real gap. 

 Taking a step back allows to re-evaluate the contact geometry resulting in an objective gap 

function. Instead of looking at the distance between the two beams directly, we construct a middle 

curve to which the distance from each beam is measured. Defining an appropriate middle curve allows 

an objective definition of the distance between the two centerlines. It might seem counterintuitive to 

prefer a formulation as this one, which evidently does not provide the shortest distance between the 

beams, but we should not forget that the main task of the gap function is nevertheless to prevent 

penetration. As long as its differentiation between the positive and the negative gap conforms to its 

physical meaning, the gap function is valid. Indeed, the magnitude of the penetration deviates from 

the one provided by orthogonal projection; however, the penetration is correctly predicted because 

the middle curve is designed to be always between the two centerlines. 

 For the middle curve we select an equidistance curve specifically defined to be objective. First, 

one needs to solve a projection problem defined as 

 (𝒕1 ± 𝒕2)
𝑇(𝒙1 − 𝒙2) = 0. (4) 

Afterwards, the equidistance point xm can be computed. Finally, the gap function is defined as 

 𝑔 = 2‖𝒙1 − 𝒙𝑚‖ − 𝑟1 − 𝑟2, (5) 

for the case of beams of circular cross-sections with r1 and r2 as the cross-section radii. This gap is 

simply inserted into the formulation defined in [4] and the rest of developments follow automatically. 

 

3. Conclusions 
A new contact formulation is proposed based on the objective contact geometry. It has been 

implemented in combination with the mortar method. An improvement in the algorithm’s stability is 

expected while the computational cost should slightly increase. Since the contact formulation is 

objective, switching between the beams as the carriers of the contact variables does not affect the 

solution. 
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1. Introduction 

 Stress-relief Heat Treatment (HT) is an important procedure used to reduce the residual material 

stresses that occurred during various manufacturing processes. During the HT procedure, a metallic 

material is subjected to controlled time-temperature cycle. This cycle typically consists of several 

phases: heating the structure to required temperature below the transformation temperature A1, 

holding it at stress relieving temperature until the structure is homogeneously heated, and finally 

cooling it down slowly to environmental temperature, [1]. 

 In multi-material structures that require HT, the thermal influence on all materials must be 

determined and considered. Wear-resistant steel for structural purposes, with high strength and 

hardness in delivered condition, is sensitive to subsequent heating in excess of 250 °C, and therefore 

generally not intended for HT. This paper aims to experimentally investigate influence of HT on 

general mechanical properties of Hardox 450. This is necessary to gain further insight into HT and 

residual stresses correlation, and to create valid material model for numerical simulations. 

2. Material and methods 

 Test plate sample dimensions are 10x200x500 mm is made from Hardox 450 steel. It is 

characterized as low-alloy abrasive-wear resistant martensitic steel, with high hardness, coupled with 

high mechanical properties. Such properties are achieved through controlled chemical composition 

and special heat treatment quenching and tempering processes during the steel manufacture. Due to 

good weldability and overall suitability for fabrication, it is a steel choice for various structural 

applications, [2]. 

 HT cycle parameters used in this investigation relate to preheating at 55-75 °C/h rate, holding at 

550 °C stress relieving temperature for 4 h, and finally cooling at 55-80 °C/h rate, Figure 1. For the 

thermal process, industrial furnace with air convection system, is used. Temperature control is 

maintained through thermocouples connected to the test plate surface.  

 Experimental investigation of general monotonic mechanical properties includes tensile testing, 

impact testing, and hardness examination. Tensile testing is done transversal to plate rolling direction 

on the basis of three specimens. Specimens conform to ASTM E8 standard for tensile testing of 

metallic materials. Round tension small-size specimen proportional geometry with dimensions L = 

50 mm, A = 20 mm, D = 4 mm, R = 4 mm. M8 threaded ends are used for specimen holding. Testing 

is done at environmental temperature of 22 °C.    
 Impact Charpy V-notch testing is done at environmental temperature of 20 °C. Three transverse 

oriented standard 55x10x7,5 mm specimens are used, conforming to EN ISO 148-1. 

 Hardness testing is done on a special sample, with an area of hardness measurement along the 

cross section of the plate. 5 indentations are made on the vertical line over 10 mm plate thickness. 

Hardness is tested according to EN ISO 6507-1 with HV10 test force setup. 

3. Results 

 After exposing the Hardox 450 steel material to HT cycle conditions, significant changes of 

general monotonic mechanical properties, in contrast to properties of material in delivered condition, 
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were observed, see Table 1. Tensile values of HT specimens experience significant drop in Rp0.2 proof 

strength to approximately 700 MPa, and Rm tensile strength to 800 MPa. Material becomes more 

ductile, giving rise of A value from 10 % to average 19 %. Impact toughness tested is high with 

average of 155 J (20 °C). Hardness which is the flagship characteristic of this steel grade, is lowered 

to average of 255 HV10 (243 HBW), thereby losing wear resistance. 

 

 
Figure 1. Heat treatment cycle 

Table 1. Mechanical properties of Hardox 450 steel 

Tensile 

Specimen Designation  Condition  Rp0.2 [MPa] Rm [MPa] A [%] 

Declared U 1200 1400 10 

TT-1 HT 704.3 792.7 17.6 

TT-2 HT 708.9 796.1 19.1 

TT-3 HT 708.2 798.0 21.4 

Impact Charpy V-notch 

Declared U min. 27 J (-20 °C) 
IT-1 HT 161 J (20 °C) 
IT-2 HT 150 J (20 °C) 
IT-3 HT 158 J (20 °C) 

Hardness [HV10/HBW] 

   U HT 

 Indent 1 Indent 2 Indent 3 Indent 4 Indent 5 

       425–475 HBW 254.0/242 257.1/245 254.6/242 253.2/241 257.6/245 

4. Conclusions 

     Significant changes of Hardox 450 steel mechanical properties, subjected to heat treatment 

procedure, have been experimentally determined. Exposure to high temperatures over 250 °C 

undoubtedly cause hardness and strength degradation in the range up to 50% of declared values, due 

to materials structural changes. This is in accordance to manufacturer recommendation against any 

further heat treatment. Removal of residual stresses from the material needs to be carried out using 

some alternative methods that are not based on thermal inputs. 
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1. Introduction 

 The use of sintered materials for various purposes has several technological advantages. With 

sintered material is possible to achieve a fairly precise shape of the element with minimal material 

waste. The problem is that the sintered material is porous, which caused a lower density and leads to 

a decrease in mechanical strength as well as dynamic strength. The paper analyzed the effects of 

different porosity on the dynamic strength of the sintered material. 

2. Material and methods 

 In this study, sample batches of three different densities were compacted and sintered from 

identical metallic powder, the low-prealloyed steel powder Astaloy™ Mo+0,2C produced by 

Höganäs AB, Sweden [1]. The uniaxial samples are manufactured in three densities compacted with 

corresponding pressures: 7.1 g/cm3 under the pressure of 600 MPa, 6.8 g/cm3 at the pressure of 440 

MPa, and 6.5 g/cm3 under the pressure of 360 MPa. After compacting, sintering is conducted at 

1120°C for half an hour. Finally, the samples are cooled first to 70°C and then to room temperature 

(25°C) in duration of approximately 40 min. The theoretical density of the Astaloy metallic powder 

is [1]. Porosity volume is determined as ratio between the volume of pores Vp to the volume of 

material without pores V0, as was explain in paper [2].  

 

3. Results 

 Macroscopic quasistatic tensile tests are conducted on the Instron servo-hydraulic 

machine. All specimens are tested in the strain-controlled loop with the strain rate of 1 mm/min and 

the DIC GOM® Aramis™ 12M system. The elastic modulus at the macrolevel is determined as a 

slope of the linear part of the stress-strain curve for a material under tension. Experimentally 

obtained tensile mechanical properties are listed in Table 1.  
 

Table 1. Macromechanical properties obtained by uniaxial tests and metallographic analysis 
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Macroproperties 

Modulus of 

elasticity, GPa 

Yield stress, 

MPa 

Tensile 

strength, MPa 

6.5 20 98.2 ± 4.1 218.9 ± 8.7 269.8 ± 9.4 

6.8 14.7 115.1 ± 12.1 242.5 ± 11.6 326.7 ± 12.2 

7.1 9,9 131 ± 12.3 369.0 ± 26.9 471.7 ± 16.5 
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Table 1 shows a significant degressive characteristic in macromechanical properties with 

the increase of porosity, as is also noticed by other authors [3,4]. Table 1 shows a significant 

degressive characteristic in macromechanical properties with the increase of porosity, as is also 

noticed by other authors [3,4]. Uniaxial fatigue testing was performed on Instron servo-hydraulic 

machine and RUMUL resonant pulsator by loading ratio R=Fmin/Fmax=0.05 in order to determine 

points on S-N curves, as is shown in Fig.1. 
 

 

 

 

Figure 1. S-N curves obtained by loading ratio 

R=0.05 at room temperature 

Figure 2. Parameters of power low eq. A and B vs. 

density of sintered material 

 

 4. Conclusion  
Figure 1 shows S-N curves for all three different densities of samples with equations for determination 

fatigue strength of material with different density. It was shown that with the same dynamic load ratio 

R=0.05, there is a significant difference in the dynamic strength of the material in the area of lower 

density, i.e. increased porosity of the material. The results show that at the same working load, 

material with a higher density has significantly higher dynamic strength. It was used power low 

equation with parameters A and exponent B. In order to determine fatigue strength vs. material density 

for loading ratio R=0.5, it is possible to determine the parameters of A and B by linear interpolation, 

as is shown in Fig. 2.  Based on the experimental results, the dependences between density and 

dynamic strength parameters were determined. 
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1. Introduction 

 The analysis of the behavior of materials with complex and/or heterogeneous microstructures at 

low scales calls for the enhancement of full-filed measurement techniques. For homogenous materials 

with complex microstructure (e.g., cellular materials) Architecture-Driven Digital Image Correlation 

Technique (ADDICT) 0 approaches are considered. The proposed digital image correlation (DIC) 

framework consists of a weak regularization using an elastic B-spline image-based model. Even more 

challenging scenarios arise for heterogeneous materials (e.g., fiber reinforced polymers or FRPs) 

where the presence of different constituents that possess specific material properties result in complex 

strain localization and damage phenomena. This challenge can be addressed with the application of 

FE-DIC based upon heterogeneous mechanical regularization 0. The proposed methodology treats 

differently phases of the heterogeneous material by taking into account the contrast of their elastic 

properties. The same principle can be adapted to heterogeneous materials in a Digital Volume 

Correlation (DVC) frameworks 0 0. 

 The present work is devoted to the assessment of strain localization and damage quantification in 

a mat glass fiber reinforced polymer (GFRP) via DVC measurements. The fibrous architecture of the 

monitored region of interest (ROI) was obtained from volumetric images acquired with an X-ray 

scanner. The application of heterogeneous regularization over the underlying microstructure led to 

displacement fields consistent with damage mechanisms arising in the bulk of the investigated 

material. 

2. Material and Methods 

 In this work, a notched dogbone specimen made of polyester resin reinforced with mat glass fiber 

was subjected to a cyclic tensile loading. The in situ test consisted of four loading steps, and 

tomographic scans were acquired at sustained and constant load with the X-View X50-CT scanner of 

LMPS (North Star Imaging) with a 14.6 μm/voxel resolution.  

 The first estimation of the material behavior was performed over the entire ROI (i.e., 

401 × 630 × 945 voxels) with the assumption of homogeneous elasticity 0 in the regularization 

process, even though the elastic properties of the fibers and matrix are different. A subvolume with 

dimensions 65 × 84 × 61 voxels (Figure 1(a)) was selected for further analysis. It was positioned 

around the notch root since this zone yielded the highest strain levels. Multiple damage mechanisms 

were expected to occur in the selected ROI. The FE mesh corresponding to the observed 

microstructure (Figure 1(b)) was generated from a segmented image of the ROI. It was performed by 

setting three threshold levels, defining the gray level range of the voids, glass fibers and polyester 

resin. 

 DVC measurements based on heterogeneous regularization were initialized with the kinematics 

obtained over the entire ROI (with homogenous regularization). The displacements of the edge nodes 

were kept constant and consistent with the measurement over the entire ROI, while the displacements 
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of the bulk and Neumann nodes (i.e., free edges) were updated in the new DVC analysis. The 

microstructure-based mesh differentiated matrix and fiber elements. Hence, it was possible to assign 

different elastic properties in the regularization scheme, and take into account the heterogeneous 

nature of the composite. Since the investigated GFRP material is a two-phase material, the elastic 

contrast C is defined as the ratio of Young’s moduli of the matrix Em and the fiber Ef. 

 

 
Figure 1. (a) 3D rendering of the analyzed subvolume inside the monitored ROI. (b) Finite element 

mesh corresponding to the underlying architecture. (c) Measured major principal strain field. 

 

3. Results and Conclusion 

 The realistic 3D mesh generated with the underlying microstructure of the GFRP and 

heterogeneous mechanical regularization were used to study displacement fluctuations at the 

observed mesoscale. In addition, the application of the appropriate elastic contrast between the 

constituents provided the possibility to better capture displacement gradients at yarn-matrix 

interfaces. Furthermore, strain heterogeneities (Figure 1(c)) were more pronounced around the 

damaged areas.  

Global DVC and numerical simulation are strongly interconnected by means of finite element 

meshes. Moreover, the measured kinematics can be prescribed as boundary conditions of mechanical 

simulations without introducing additional interpolation errors. In addition, the proposed FE-DVC 

approach improved with heterogeneous mechanical regularization is in line with micro- and meso-

mechanical FE modeling of complex materials. Thus, coupling FE-DVC with numerical simulations 

provides a natural framework for model validation and calibration of material parameters in a more 

thorough manner. 
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1. Introduction 
 In recent years, growing demand for light-weight, efficient and quiet transmissions, fueled by 

the introduction of electric vehicles is observed. This calls for simultaneous gear optimization 

regarding efficiency, mass, and NVH  (noise vibration harshness). NVH behavior can be assessed in 

terms of transmission error, which is the main contributor to gear vibrations [1]. Manual optimization 

is tedious due to a large number of variables and trade-offs, such as the mass/efficiency trade-off 

reported by Miler et al. [2] and experimentally confirmed by Kahraman et al. [3] or 

efficiency/transmission error trade-off reported in [4]. Generally, optimization for any two of the 

above-mentioned parameters independently results in the deterioration of the third one [1]. The 

aforementioned reasons emphasize the need for optimization algorithms in finding the optimal design. 

Patil et al. [5] used a modified NSGA-II (Non - dominated Sorting Genetic Algorithm - II) to 

minimize volume and power loss, while Yao [6] optimized a spur gear design for axis distance, 

bearing capacity, and efficiency. Fu et al. [7] developed an algorithm combining the Crow Search 

algorithm with PICEA-w (Preference-Inspired Co-Evolutionary Algorithm using Weights) to 

optimize a two-stage transmission for volume, surface fatigue life and load capacity. Hammoudi et 

al. [8] proposed employing the AMDE (Adaptive Mixed Differential Evolution) algorithm to 

optimize a spur gear pair for balanced bending stresses and minimized wear. Researchers mostly omit 

pressure angle as an optimization parameter with the exception of Kim et al. [1] and Hammoudi et al 

[8]. This is also evident in a field of study review by Miler and Hoić who have not identified any 

additional publications using this parameter [9]. Additionally, studies using pressure angle as a 

variable tend to allow only discrete values, thus limiting optimization possibilities. Since they are 

standardized in ISO53 [10], pressure angle and tooth profile parameters are rarely used as 

optimization variables. This allows for tooling inventory reduction and calculation simplification but 

restricts optimization possibilities [11].  

 

2. Methods  
Herewith gear macro-geometry was optimized for efficiency and mass using pressure and 

helix angles, gear width, modulus, tooth count, addendum, dedendum and root radius coefficients as 

variables. Weight objective function was established by approximating a gear as a cylinder with a 

diameter equal to the gear pitch diameter according to Eq. (1): 

 𝑚 =
𝑚n

2∙𝜌∙𝑏∙𝜋

4
∙ (𝑧1

2 + 𝑧2
2) (1) 

Efficiency was calculated based on the power loss equation proposed by Mauz [12]: 

 𝑃loss = 𝑃A ∙ 𝜇mz ∙ 𝐻v (2) 

mailto:niko.trumbic@rimac-technology.com
mailto:ian.strelec@rimac-technology.com
mailto:kresimir.vuckovic@fsb.hr
mailto:ivan.cular@fsb.hr


10th International Congress of Croatian Society of Mechanics 

September, 28-30, 2022, Pula, Croatia 

 

 

268 

 

Profile and axial contact ratios, specific sliding, roll angle to the start of active profile, tip 

thickness and clearance, pinion and wheel profile shift coefficients were used as design space 

constraints. Optimization was  carried out using NSGA-II. 

 

3. Conclusions  
 The optimization algorithm results have shown that a clear trade-off between weight and 

efficiency exists, as previously reported by other authors [2,3]. Since the third axis of solution space, 

the transmission error, was not implemented yet the algorithm will tend to minimize addendum 

coefficient values so as to minimize sliding.  In-turn, this will worsen the NVH (noise vibration 

harshness) behavior of the gear pair. Consequently, minimum transverse and axial contact ratio value 

constraints were implemented to ensure that the algorithm returns a solution with decent NVH 

behavior. On the other hand, such constraints will prevent the algorithm from finding the actual global 

optimum of the original objective function. This was implemented to prepare the algorithm for the 

future introduction of the third objective, which is the transmission error. With the current setup of 

constraints, the resulting gearing will always fall in the category of high contact ratio gearing.  
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1. Introduction 

 Loosely or strongly coupled Dirichlet-Neumann (DN) partitioned fluid-structure interaction (FSI) 

algorithms are stable only if the density of the structure is much higher than that of the fluid. This 

requirement is difficult to achieve in hemodynamics where the density of blood is on the same order 

of magnitude as the density of arterial walls. The stability issue is even more pronounced when the 

blood vessel walls are surrounded by the blood flow from both sides, as is the case for an aortic 

dissection. 

2. Methods 

 The laminar flow of an incompressible Newtonian fluid (blood) is described by Navier Stokes 

equations in arbitrary Lagrangian-Eulerian form. On the other hand, deformation of incompressible 

neo-Hookean hyperelastic material (aortic wall) is defined by momentum equation in total Lagrangian 

form. Both fluid and solid models are spatially discretised using cell-centered finite volume method, 

whereas temporal discretisation is preformed by first order accurate Euler implicit scheme. FSI 

problem is solved using added-mass partitioned scheme, meaning the fluid sub-problem is solved 

with a Dirichlet boundary conditions (BC) for velocity (structure velocity) and Robin BC for pressure 

at the FSI interface, while the solid sub-problem is solved with a Neumann BC (fluid stress) at the 

interface. The stability of the scheme is ensured by the Robin BC for pressure, where the normal 

derivative of the pressure at the interface is defined by the reduced momentum equation, while the 

value of the pressure is bounded by solid inertia. In the original Robin BC, as defined in [1]: 
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the virtual thickness hS is calculated using propagation speed of p-waves in an elastic media. Since p-

wave speed is infinite in the case of incompressible solid, virtual thickness is set to local thickness of 

the structure. Such an approach seams appropriate in the case of shell-like structures such as blood 

vessel walls. In the case of internal elastic walls surrounded by fluid flow from both sides, we propose 

a modified Robin BC in a following form: 
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where po is the fluid pressure at the opposite side of the internal wall. This is taken into account 

implicitly during the solution of pressure equation. 

3. Results 

 Proposed numerical model is tested on a wave propagation in an elastic tube test case intended to 

demonstrate the capability of the model to predict blood flow in large arteries. Two geometrical 

variants of the case are tested: standard single tube case [1] and modified double tube case which 
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consists of an additional centrally positioned shorter internal tube. Both tubes are clamped at the inlet 

and outlet. During the first 0.003 s, a uniform over-pressure is applied at the inlet in both cases. 

Figures 1 and 2 shows fluid pressure field and solid equivalent stress field at time instance 0.005 s 

and Figure 3 shows convergence history of the applied FSI coupling algorithm. Double tube test case, 

which can be considered as a representative test case for the aorta dissection, requires twice as mach 

FSI coupling iterations, but number of iterations is still acceptable considering complexity of the 

problem. 

 

Figure 1. Single tube case; fluid pressure and solid equivalent stress at t=0.005 s 

Figure 2. Double tube case; fluid pressure and solid equivalent stress at t=0.005 s 

Figure 3. Convergence history; number of FSI coupling iterations as a function of time 

4. Conclusions 

It is proposed new added-mass partitioned FSI solution procedure based on Robin BC for pressure, 

which can handle incompressible solid and internal walls. There is no need for any under-relaxation 

during data transfer between fluid and solid analysis, which ensures good convergence of the solution 

procedure.  
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1. Introduction 

 X-Ray Computed Tomography (XCT) coupled with Digital Volume Correlation (DVC) enables 

for in-situ measurements of bulk displacements and calculation of 3D strain maps 0. Capturing the 

bulk kinematics and microstructural changes is crucial in understanding the complex behavior of fiber 

reinforced polymers (FRPs) as various damage mechanisms are induced on different scales in such 

heterogeneous materials 0. 

 The in-situ cyclic tensile test reported herein was performed on a dogbone specimen made of a 

glass fiber mat reinforced polyester resin. The experiment was imaged via XCT, while the bulk 

kinematics was measured via global DVC based on finite element (FE) discretizations of the inspected 

Region of Interest (ROI). Damage mechanisms were identified by laying the correlation residuals 

(corresponding to the gray level difference between the reference volume and the volume of the 

deformed material corrected by the measured displacement field) and major eigen strain fields over 

the corresponding mesostructure sections. They are further compared to the deformed volumes. Last, 

damage growth was quantified by analyzing major eigen strain and correlation residual histograms. 

2. Experimental protocol and DVC measurements 

 A 5.2 mm thick dogbone specimen containing a rectangular notch (Figure 22(a)) was subjected to 

four loading cycles corresponding to 25%, 50%, 75% and 90% of its ultimate tensile strength (Figure 

22(b)). During the in-situ experiment, 12 scans in total were acquired in the loaded/unloaded stages 

with a lab CT scanner (X-View X50-CT, North Star Imaging) of LMPS. Two scanning parameters 

were employed (i.e., High Quality (HQ) and Continuous) to reduce the experiment duration and 

mitigate relaxation phenomena. The size of the ROI (tailored to the thinned ligament of the dogbone 

specimen) was 401 × 630 × 945 voxels, whose physical size was 14.6 μm. As it resulted in lower noise 

levels, the HQ scan 0 was considered as the reference for volumetric full-field measurements. The 

global DVC algorithm implemented within the Correli 3.0 framework was employed 0. The ROI was 

discretized with first-order tetrahedral elements. The average element length, computed as the cube 

root of the mean element volume, was 11 voxels. The quality of the measured kinematics was 

evaluated from the correlation residual maps, as high values reveal local violations to gray level 

conservation (being the underlying hypothesis of DVC). Localized phenomena observed in the 

correlation residual maps indicate damage initiation and growth. 
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3. Results and Conclusion 

 During the prescribed loading history, permanent strains accumulated within the inspected ROI. 

The correlation residual maps revealed that numerous mesocracks initiated in the material bulk. 

Damage growth was quantified by analyzing major eigen strain and correlation residual histograms. 

The spread of the corresponding distributions was observed as the load levels increased. Furthermore, 

various damage mechanisms were observed (i.e., intra-yarn debonding, fiber breakage, yarn pull-out). 

They were identified by laying the correlation residuals over the corresponding mesostructure, and 

the analysis of the corrected volumes enabled for a precise identification of the damage mechanism 

at the observed mesoscale. The present study exemplifies the ability of FE-based DVC to measure 

complex kinematics even in the presence of strained band. In addition, the methodology employed 

herein could efficiently detect multiple damage mechanisms in fiber reinforced polymers. 
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  Figure 22. (a) Geometry of the dogbone specimen together with the studied ROI. (b) Schematic representation of the 

loading and acquisition history of the in-situ cyclic experiment. 
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1. Introduction 

 Electric resistance welding (ERW) is the welding process that involves passing of an electric 

current through the components with no filler material being used [1].  

In the production of the cross wire welded reinforced meshes corrosion resistance has important role. 

Every resistance welding causes expulsion of material. Too much expulsion creates welds that can't 

be adequatly protected against corrosion. If the expulsion amount can be controlled, satisfactory weld 

appearance can be achiveved. While the weld appearance is an important factor, weld strength can 

not be ignored. The aim of this reasarch is to find the correlation between welding parameters and the 

weld strenght in order to obtain the weld with satisfactory appearance and required strength. 

In this case, two steel wires of the same radii are joined together to form reinforcing wire mesh. Mesh 

production, where multiple welds are being produced at the same time has been described by both 

Bushell [2] and Jordan [3].  

 

2. Testing procedure 

 Tested samples are made using process called indirect [4] cross-wire welding, with three welds 

being made simultaneously. From the wire mesh, test samples are cut out, sorted and prepared for the 

destructive testing on the universal testing machine. Before destructive testing each sample is 

photographed with the microscope for the purpose of noting the weld appearance prior to applying 

the anti-corrosion powder coat. Photo of the sample taken with the microscope is shown on Figure 1. 

 

 
Figure 1 Close up image of the weld taken with the microscope 

 

Because the project requires analyzing and testing steel wires of different radii, modular testing fixture 

is constructed according to the instructions found in the Resistance Welding Manual [5]. Testing 

fixture and test setup is shown on Figure 2.  
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Figure 2 Weld strenght test setup 

Breaking force values are recorded using the Bürster 8524 load cell [6] and Bürster DigiVision [7] 

software. Observed input parameters are welding time and weld current strength. 
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1. Introduction 

 In structural analysis of thin-walled laminated composite beams subjected to bending and torsion 

types of loading, well known expressions for the geometric characteristics used in classical beam 

theories [1] cannot be applied due to variability of elastic properties. New mechanical properties based 

on both geometric and material characteristics had to be defined for that reason [2, 3]. With 

application of transformed area section method, thin walled laminated composite beams with variable 

elastic properties can be analyzed in the same manner as beams with constant elastic properties [4], 

i.e. as beams made of conventional isotropic materials [5]. 

2. Illustrative examples 

 The displacement analysis of laminated mono-symmetric I-beams (Fig. 1) is presented. The results 

obtained with respect to the fiber orientation and by application of transformed area section method 

are compared with the results provided by analytic model developed for laminated beams with 

variable elastic properties [6], and also with the results obtained by finite element method (FEM). 3D 

FEM models were made by using ADINA software and four-noded composite shell elements are 

employed in numerical analysis. The cross-section geometric properties are (Fig. 1a): b1 = 4 cm, 

b2 = 3 cm, h = 5 cm, t1 = 0.312 cm, t2 = 0.208 cm and t0 = 0.104 cm. All the computations were carried 

out for the glass-epoxy composite material with the elastic properties: 

 
1 2 12 1253.78 GPa, 17.93GPa, 8.96 GPa, 0.25,E E G = = = =  (1) 

where the subscripts “1” and “2” correspond to the directions parallel and perpendicular to the fibers. 

The detailed stacking sequences of the laminates in cross-section are given in Table 1, where f  is 

the angle between the fiber direction and the longitudinal x-axis. 

Table 3 Stacking sequences of mono-symmetric I-beams 

Stacking sequence top flange bottom flange  web 

CASE 1 
6f f s

  + −   
4f f s

  + −   [0/45/90/−45]s 

CASE 2 [0/45/90/−45]3s [0/45/90/−45]2s 
2f f s

  + −   

The vertical displacement w at the mid-span of the simply-supported thin-walled laminated beams 

with constant elastic properties over the cross-section can be written as [4] 

 
4

11

2

11 66

5 48
, , 1 ,

384 5

yz
b w b w

y zz

a Iq l
w w w

a I a A l
 



 
= = = +  (2) 

where ηw is the shear correction factor with respect to the displacements wb obtained by neglecting 

the shear influence; qz is the uniformly distributed load in the plane of symmetry; l is the beam length, 

Iy is the second moment of area; Azz is the reduced shear area; 11a
 and 66a

 are the elements of reduced 

extensional stiffness matrix (laminate elastic properties) [4]. 
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Figure 1. Mono-symmetric I-section: a) original section; b) equivalent section. 

 In order to keep the cross-section thickness as it is, the original section (Fig 1a) is transformed 

to equivalent section (Fig 1b) by scaling the top and bottom flange area (top and bottom flange width), 

to account the stiffness difference, using the scaling factor n as 
11, 11,top and bottom flange webn a a = . The 

elastic properties of equivalent section are defined with the stacking sequence of the web. 

 The displacements of the simply supported I-beams with respect to fiber orientations in top and 

bottom flange (CASE 1) and in web (CASE 2) are presented on Fig. 2 according to Eq. (2) for 

qz = 1N/mm and l/h = 3 aspect ratio. 

 
Figure 2. Vertical displacements at the mid-span of the simply supported beams: a) CASE 1; b) CASE 2. 

3. Conclusions 

Transformed area section method is successfully implemented in bending analysis with shear 

influence of thin-walled laminated composite beams with symmetrical open sections and variable 

elastic properties. Comparisons with the FEM calculations and with the results obtained by analytic 

model developed for beams with variable elastic properties have shown the efficiency of applied 

method. 
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1. Introduction and motivation 

 Due to the overall requirements for general mass reduction that are imposed throughout the 

modern automotive industry for various reasons, lightweight materials such as aluminum can play a 

major role in the optimization and development process of powertrain components and vehicles in 

general. However, regardless of the reduced mass requirements, the selected materials must fulfill the 

overall strength criteria for the sake of ensuring the structural integrity of the whole system. Extruded 

aluminum components have shown to be the “go to” choice for keeping the structural integrity of 

modern vehicles, with welding being used as the main joining technology. With welded joints 

considered to be the weakest points of any welded structure in terms of long-term application, fatigue 

assessment of welded joints still remains to be one of the most important procedures in powertrain 

development. In order to avoid expensive experiments for conducting a successful fatigue assessment, 

numerical simulations are increasingly used for such purposes. Hence, experimental, and numerical 

fatigue assessment of welded joints from 6060-T66 extruded aluminum alloy has been conducted and 

compared in detail. 

 

2. Considered fatigue life assessment methods 

 In order to assess the fatigue life of welded components, four different fatigue assessment 

methods have been considered including stress-based approaches such as nominal stress, structural 

hot-spot stress, and effective notch stress as well as crack propagation analysis. With one of the goals 

being to investigate the capabilities of FEMFAT Weld as a numerical fatigue assessment tool 

dominantly based on the effective notch stress approach by Radaj et. al [1], naturally the focus was 

put on this method. According to the fictious notch rounding approach by Radaj [2], value of fictious 

notch radius ρf that can faithfully represent the existing weld geometry in numerical simulations 

should be equal to 1 mm, while FEMFAT recommendation suggests the value of t/10, with t being 

the material thickness. Both assumptions have been investigated throughout this work. 

 

3. Fatigue life assessment using FEMFAT Weld 

 FEMFAT is a universally applicable software program used for the fatigue assessment of 

statically or dynamically loaded components and one of many modules that the software provides is 

in fact FEMFAT Weld which is designed to simplify the fatigue assessment of welded joints. The 

main advantage this module has is the database of pre-defined welded joints that can be used for 

numerical simulations with weld joint definition in said database based on effective notch stress 

approach. Besides the database itself, the software provides the user with an option of extending the 

weld database with user-defined welded joints by following a specific procedure provided by 

FEMFAT. The aforementioned procedure was thoroughly investigated and applied to welded joints 

examined through this work. 
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4. Experimental procedure  

 Experimental measurements were conducted on butt joint and T-joint specimens with their 

respective geometry depicted in Figure 1. For the production of the specimens, extruded aluminum 

profile of 6060 T66 aluminum alloy with the wall thickness of t=3 mm was used. Welding (MIG) 

was conducted perpendicular to the extrusion direction with final specimens cut from the welded 

sections of the said profile by using electrical discharge machining (EDM). Total of 24 specimens of 

each type were subjected to HCF testing with two different loading setups for each set of specimens, 

tension and 3-point bending, in order to achieve crack initiation at two different locations in the weld. 

Some additional specimens were used for microscopical, metallographic and hardness measurements 

for the purposes of weld database extension in FEMFAT and weld geometry assessment. 

 

 
Figure 1. Geometry of a) butt joint specimen, b) T-joint specimen 

5. HCF testing and FEMFAT Weld results comparison 

 The HCF testing resulted in a unique set of S-N curves for each of the four different setups 

used in regard to the specimen type and loading conditions. Data acquired from the HCF testing and 

additional measurements was also used for the extension of the weld database in FEMFAT with newly 

defined weld joints used for the numerical fatigue assessment of the four different setups in question. 

In regard to the experimental 50% survival probability curve for both loading setups of the butt joint 

specimen, the simulation results with the use of ρf=0.3 mm show to be far too conservative while the 

value of ρf=1 mm provides more realistic results, much closer to the experiment. As for the T-joint 

specimen the experimental and numerical results for the 50% survival probability in both setups show 

much better matching in the case of the fictious notch radius ρf=0.3 mm, with ρf=1 mm predicting 

much longer fatigue life than it was shown in the experiment for the same load value. 

6. Conclusion 

 The fictious notch radius value of ρf=0.3 mm proposed by FEMFAT showed to be a good 

assumption for successful numerical fatigue assessment when no large variations in real weld radius 

exist as is the case with the T-joint specimens i.e., with larger radius deviations the results may be too 

conservative. FEMFAT Weld showed to be a reliable tool for fatigue assessment with great weld joint 

modification possibilities for the user. 
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1. Introduction 

 Most of the products that are made of steel contain parts which have to be joined together during 

the production. Welding is used as primary joining technology in various industries like civil 

engineering, ship-building and heavy-duty machinery building, etc., where machine components of 

significant thickness need to be welded together. In recent times, many researchers and companies 

are trying to improve the efficiency of existing welding processes, which is mostly measured in higher 

deposition rate of molten metal per unit of time. Welding of thick plates is usually done in multiple 

passes. The positive side of the multi-pass welding procedure is that it reduces the levels of residual 

stresses by reheating beads which were laid down in previous passes. Fewer passes are usually 

achieved by ensuring greater heat input in order to achieve better penetration of base metal, which is 

crucial for welding of thick plates. Baba et al. [1] developed a novel modified GMAW process by 

employing buried arc which enables welding 20-mm-thick plates in single pass. Perić et al. [2, 3] 

further investigated the buried arc welding. The results show that the tensile residual stresses were 

exceeding the yield stress of S355J2+N steel, but no further experimental testing was done in terms 

of evaluation of mechanical properties of the welded joint. This is a relatively new technology which 

allows higher productivity, but it must be more closely examined to evaluate its applicability for 

industrial purpose, which is an actual motivation for this work.  

 The second goal, after improving the efficiency of existing welding processes, is to achieve lower 

values of tensile residual stresses in the welded joint, or in other words to achieve the highest possible 

values of mechanical properties of the welded joint. Since lower values of residual stresses are hard 

to achieve without implementing welding in multiple passes, other procedures should be applied after 

the welding. The most common technology for reduction of residual stresses is post-weld heat 

treatment (PWHT). Liu et al. [5] studied experimentally and numerically the influence of PWHT and 

ultrasonic impact treatment (UIT) on residual stresses in GMAW butt-welded 40-mm-thick plates 

made of Q390B low-carbon steel. It was found that UIT mainly affects the residual stresses only 

within the boundaries of the treated region, while the PWHT had much larger effect on the surface 

stress distribution.  

2. Experimental investigation 

 Since buried arc technology has been developed only recently, there are no prescribed regimes of 

PWHT for reduction of residual stresses. The goal of the experimental work is to measure the residual 

stresses after the welding by using the X-Ray diffraction (XRD) method. The welded specimens will 

be subjected to the heat treatment in relatively compact furnaces for a period of time. The PWHT 

temperature and duration will be varied during the experimental testing. After the cool down, the 

residual stresses will be measured again in order to determine the efficiency of the each PWHT 
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regime. Experimental testing and measuring are the most accurate way of obtaining data, but they 

require a lot of time and can be very expensive.  

3. Numerical model 

 In order to reduce the costs of the testing, the numerical models of heat treatment will be developed 

on the basis of obtained experimental data in order to examine each PWHT parameter in detail. PWHT 

model will be built from numerical model of welding process, which is usually done in two 

subsequent steps. In the first step, temperature field is being calculated for transient heat transfer by 

implementing element birth and death (EBD) method and by implementing prescribed welding 

temperature (PWT), which allows for a reduction in computation time because there is no need to 

calculate the welding temperature from welding heat flux parameters. Mechanical analysis is done in 

subsequent step in order to calculate strains and stresses from the previously obtained temperature 

field. PWHT model will be done in two subsequent steps, just like the welding model. Mechanical 

analysis will include a creep model in order to calculate the reduction of residual stresses obtained 

from mechanical analysis of the welding model.  

4. Conclusions 

 The contribution of this work is not only focused on achieving the highest possible levels of 

mechanical properties of the joint welded by the buried arc technology, but also on achieving the 

minimal levels of residual stresses and angular distortion of the welded joint. Also, numerical models 

and experimental data from this work could be used for the future work in topics of fracture mechanics 

and fatigue.  
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1. Introduction 

 Numerical modeling of transient temperature fields of disc brakes sliding components, despite the 

development of computer technology, often requires the introduction of simplifications such as the 

shape of the analyzed object, conditions in the contact area (e.g. perfect thermal contact, application 

of the heat partition coefficient), variability of thermophysical properties of materials and the 

coefficient of friction, wear, non-uniformity of the temperature field in the circumferential direction 

of the disc [1,2]. In the case of the latter aspect, it is assumed that the angular velocity of the rotor is 

so high that, despite the coefficient of covering the brake pads and the disc rubbing path less than 

one, the temperature field of the disc is uniform. 

 This work proposes an axisymmetric computational model of the brake disc to determine transient 

changes in temperature fields during braking. The main objective of the study was to take into account 

the cyclic temperature course of the disc friction surface resulting from its mutual contact with the 

brake pads. The searched time course of the function defining the contact (value 1) and the lack of 

contact (value 0) was determined on the basis of the known velocity change during single braking at 

a fixed brake pad angle. The temperature evolutions obtained numerically using the finite element 

method were compared with the known methods of cyclic heating of the disc and with the results of 

experimental tests by other authors with the same input parameters [3,4]. 

2. Numerical model of a railway vehicle brake disc 

 The process of a single braking of a railway vehicle is analyzed. At the initial time moment, the 

vehicle moves at its velocity 
0V . As a result of the pressure of the pads against the opposite working 

surfaces of the disc, heat is generated due to friction at a constant contact pressure 
0p  and a 

simultaneous linear decrease of the vehicle velocity over time 
st . 

 Assumptions taken in the finite element simulations: 

– deformation of the elements of the considered friction pair was ignored; 

– only half of the disc with one pad was analyzed; 

– ventilated brake disc was represented by simplified axisymmetric (2D) geometrical object; 

– coefficient of friction 
0f  was constant; 

– thermophysical properties of materials were temperature independent; 

– contact pressure 
0p  was uniformly distributed on the frictions surfaces; 

– partition of heat between the disc and the pads was found using the heat partition coefficient   

(Charron’s formula); 

– on the free surfaces convection heat transfer with the constant heat partition coefficient was set; 

– thermal radiation was neglected. 

 In order to obtain a cyclical course of the disc temperature during the braking process, it was 

necessary to determine the change of the function ( )n t  (Fig. 1d) determining the heating and cooling 
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states of the disc. The product of the function ( )n t  and the part of the power density of the frictional 

force directed to the disc 
0 0( , ) ( )dq r t f r t p =  was a boundary condition in the area of the working 

surface of the axisymmetric model of the brake disc.  The temperature calculated was compared 

with the experimental measurements using thermocouples and the data obtained from other numerical 

models developed in the article [4] (Fig. 1c). 

 

 
 

(a) (c) 

  
(b) (d) 

Figure 1. Disc brake CAD model (a); 2D finite element mesh of the brake disc (b); periodic function 

( )n t ; calculated temperature changes of the brake disc at 1mmz = − , 247mmeqr r= =  (c) and 

experimental measurements from the article [4]
 

3. Conclusions 

 Based on the performed analysis, it was found that the calculated transient temperature obtained 

from the developed 2D axisymmetric model of the brake disc agree well with the temperature 

measured using thermocouples [3,4]. Despite the fact that in the numerical model, thickness of the 

disc was smaller due to simplifying ribs of the ventilated disc the temperature was lower. The 

difficulty in obtaining better agreement of the results stems mainly from the complex shape of the 

nominal contact area of the brake pad. 
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1. Introduction 

   Most models of frictional heating for braking systems have been developed only for 

homogeneous materials, while modern friction materials are usually composites with complex 

internal structure, such as functionally graded materials (FGMs). Since brakes with FGMs are 

commonly subjected to a wide temperature range, the temperature-dependencies of materials 

properties should be considered during modeling the frictional heating process in such systems [1]. 

Severe temperature conditions may cause significant changes of thermal and mechanical properties 

of friction materials and thermal instability of the friction pair. 

2. Development of the model 

 The mathematical model of frictional heating process was proposed for a braking system with 

friction pair elements made of two–component functionally graded materials (FGMs) with non-

uniform thermal conductivities along the thickness direction. The main part of this model is an exact, 

analytical solution to the linear thermal problem of friction for a single braking process with constant 

deceleration. One–dimensional, initial–boundary problem of heat conduction for a system consists of 

two semi–infinite bodies under sliding with linearly decreasing friction power was formulated. The 

assumptions of perfect thermal contact conditions on the contact surface and the exponential 

variations of thermal conductivities in the axial direction, across the volume of the elements, were 

adopted.  

 In order to take into account the influence of the thermal sensitivity of friction materials, 

calculations of temperature distributions were performed involving the thermo–physical properties of 

FGMs component materials determined at the volume temperature, achieved during braking process. 

For this purpose, the volume temperature of the friction pair elements were established according to 

the following steps: 

1) approximation of the experimental data of temperature–dependent thermal properties of the 

functionally graded materials (FGMs) components; 

2) finding the FGMs thermal properties: thermal conductivities change exponentially along the 

thickness, and the effective specific heat and density of elements were found based on 

mixture law; 

3) establishing the volume temperature of FGMs; 

4) determining the thermo–physical materials properties corresponding to the volume 

temperature; 

5) correction of the above determined values by repeating the steps 2) – 4) and finding 

the final values of the volume temperature. 

The temperature distributions with consideration of thermal sensitivity of materials were determined 

based on solution to the thermal problem of friction for the effective thermo–physical properties of 

FGMs found from approximation formulas at the obtained volume temperatures.  

 

3. Numerical analysis 

 A comparative analysis was performed based on results obtained for temperature–dependent 

FGMs and the corresponding data, calculated without consideration of materials thermal sensitivity. 
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Friction pair elements are made of FGMs with ceramics (Al2O3 and ZrO2) at the friction surfaces to 

resist wear and severe thermal loading, and their structures gradually change along the thickness of 

elements approaching metal–based component (Cu and Ti-6Al-4V) in the element core to maintain 

the structural rigidity [2]. 

 

    

Al2O3 – Cu ZrO2 – Ti-6Al-4V 

Figure 1. Dimensionless temperature changes during braking at the different distances from the 
friction surface in both elements of friction pair [3] 

 

 Evolutions of dimensionless temperature rise ),(   during braking 
s 0 , at the few 

selected distances   
from the contact surface 0=  

are presented in the Figure 1. Levels of the 

temperature calculated with account of the thermal sensitivity of the materials (solid lines) are 

significantly lower in both friction elements comparing to the results achieved with temperature–

independent properties of FGMs (dashed lines). The greatest differences between these results appear 

on the contact surfaces. It can be seen that maximum values of temperature are achieved earlier when 

considering the temperature–dependent materials properties.  

4. Conclusions 

 Based on the performed analysis, it was found that the effect of thermal sensitivity of functionally 

graded friction materials on the temperature may be significant. The assumption of FGMs thermal 

stability during single braking process caused the overestimation of temperature achieved in the 

friction elements.  

It should be mentioned that only the case of single braking was analyzed. In the case of other 

operating modes of the braking system, such as repetitive braking, when the volume temperature may 

attain greater values, the influence of the temperature–dependent properties of materials on the 

thermal behavior of brakes may be even higher.  
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1. Introduction 
Wrinkling of thin elastic films on compliant viscoelastic substrates under compressive loads is a 

great toy model for studying interaction between the effects of the kinematic nonlinearity and 
viscoelastic material properties, because it is simple enough for analytical treatment and at the same 
time still maintains the effects of the viscoelasticity-nonlinear kinematics interaction. This kind of 
interaction occurs when the structure transitions from the initial, short time-limit to the final, long 
time-limit. The transition is essentially governed by the viscoelastic properties of the material. In the 
regime of the infinitesimal deformations the transition is trivial and therefore unsubstantial, but in the 
presence of nonlinear kinematic effects the transition becomes highly complex and more strongly 
dependent on initial conditions, perturbations and boundary conditions.While the purely elastic theory 
offers discrete wrinkling deformation patterns as the solutions, the viscoelastic theory provides a 
framework to describe also the transition from the deformation patterns, e.g. from a pattern with a 
large number of wrinkles to the pattern with a small number of wrinkles. The complexity of this 
transition is a direct consequence of kinematic nonlinearities, because any rearrangement of wrinkles 
during the transition causes an energy dissipation while it does not affect the final elastic limit state. 
However, it can have an influence when the system arrives to the long time-limit state. If the initial 
energy dissipation during rearrangement of wrinkles is too large the system can become “frozen” in 
a non-equilibrium deformation state, which can be distinctly different from the purely elastic one. 
The system can remain there permanently if the system loses more energy than needed to overcome 
an energy barrier. Alternatively, the system can also transition so slowly that the environmental 
parameters change during the process and it can therefore remain in the out-of-equilibrium state 
permanently. Note that in general, these deformation states are unreachable for the elasticity alone 
[1]. In fact, this deformation patterns are very common in nature, e.g. in microbiology [2-4] and 
morphogenesis [5].  

2. Wrinkling pattern evolution analysis 
We analyze the elastic film and the viscoelastic compliant substrate decomposed, as displayed in 

Fig. 1. The elastic film is modelled with the use of Főppl-von Karman (weakly) nonlinear plate 
kinematic assumptions. On the other hand, the viscoelastic substrate is modelled as a continuum with 
infinitesimal deformation theory. Both elements are connected through the continuity of deformations 
and stresses in the structure. 

 
Figure 1. Elastic film and the viscoelastic substrate as separate structural elements. 

  
To solve the obtained system of differential equations we approximate the wrinkles as a harmonic 
function of the form 𝑤(𝑥, 𝑡) = 𝐴(𝑡) cos 𝑘 𝑥. 

The system load in the form of confined growth, external forces etc. can be applied differently in 
the given time frame. We first analyse a step load. We show that an analytical implicit relation 
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between the wrinkle amplitude 𝐴 and time 𝑡 and the wave number 𝑘 can be obtained on an infinitely 
long structure with the use of total strain energy minimization, 

𝑡 =
𝐶1(log 𝐴 − log 𝐴0) − 12𝐸𝑠,ee

∗ (1 − νf
2)(log 𝐶2 (𝐴) − log 𝐶2 (𝐴0))

𝑟 (𝐸fℎf𝑘(−ℎf
2𝑘2 + 12εg

0) − 24𝐸s,e
∗ (1 − νf

2))
,             𝑘 = 2√

εg
0

3𝐴2 + ℎf
2. 

Here the 𝐶1 and 𝐶2 are some auxiliary functions made of material and geometric parameters, 𝐴0 
is the initial perturbation amplitude, 𝐸 is Young’s modulus, ℎ is film thickness, ν is Poisson’s ratio 
and 𝑟 is a viscous relaxation rate. The indices “f” and “s” label the film and substrate properties, 
respectively. The time at which the wrinkles start to appear depends on the film growth amplitude ε𝑔

0. 
We show that if the growth amplitude is subcritical with respect to the long time-limit the wrinkles 
never appear and alternatively, if it is supercritical with respect to the long time-limit and supercritical 
with respect to the short time-limit then the wrinkles grow shortly after the growth is applied. 
Furthermore, if the growth amplitude is supercritical with respect to the short time-limit then wrinkles 
appear instantly and then continue to grow and transition towards the long time-limit deformation 
state. If the short time elastic equilibrium deformation pattern is qualitatively different from the long-
time time deformation pattern, then the nontrivial transition will occur and the structure may become 
“frozen” in an out-of-equilibrium state.  

In the case where the film growth is a ramp function the ratio between the compliant substrate 
relaxation rate and the active film growth rate is vitally important. In this case we performed 
numerical simulation where the growth magnitudes and elastic parameters of the structure were the 
same, only the ratio between the growth rate and viscoelastic relaxation rate were different. The long-
time deformation patterns of two such structures are shown in Fig. 2. We observed that the two 
simulated structures converged to qualitatively different final deformation pattern. 

 
Figure 2. Left: Final deformation states of structures with the same elastic and different viscoelastic 

properties. Right: Wrinkle amplitude as a function of time for structures with the same elastic and 

different viscoelastic properties.  

3. Conclusions 
In this contribution, we show that viscoelastic properties of the material are crucially important 

for the final development of the pattern even though they seemingly affect only the transition period 
between the elastic short and long-time equilibrium states of the structure. The interaction between 
the viscoelastic material properties with the nonlinear kinematics produces interesting deformation 
patters otherwise unattainable for purely elastic systems. The theory and the principles described are 
also extremely useful in engineering applications because they allow much simpler fabrication of 
smart surfaces and coatings that at some point in fabrication behave viscoelasticity. 
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1. Introduction 

 Machine learning has become a tool that is used in solid mechanics with the first applications 

reaching as far back as 1977 (see [1] for a review of work until 1996.). In recent years it is becoming 

more widely used for a variety of purposes such as a surrogate model for faster computation in 

medical usage [2] or for a data-driven solver [3]. Of more importance to this work is the possibility 

to model material behaviour witht he use of neural networks, much work has been done on this topic 

but for the subject at hand only few dealing with rubber elasticity are mentioned. Shen et al. [4] have 

used a neural network to model incompressible rubber elasticity by describing the free-energy 

function with a neural network. Similarly Weber et al. [5] have also used a neural network to model 

compressible rubber behaviour however instead ofthe free energy they used a neural network to 

predict stresses from strains and thus obtain the material tangent matrix by partially deriving the 

networks outputs w.r.t. the inputs. This work draws on the same idea as Weber et al. however applied 

to thermo-elasticity in incompressible rubber behaviour.  

2. Incompressible rubber thermo-elasticity 

 The data for training the neural network is generated via Ogden’s three term model for 

incompressible hyperelastic materials with the follow form: 

𝜓(𝜆1, 𝜆2, 𝜆3) = −𝑝(𝐽 − 1) +∑
𝜇𝑝
𝛼𝑝
(𝜆1
𝛼𝑝 + 𝜆2

𝛼𝑝 + 𝜆3
𝛼𝑝 − 3)

3

𝑝=1

 (1) 

with stretch 𝜆3 =
1

𝜆1∙𝜆2
 which follows from the incompressibility constraint 𝜆1 ∙ 𝜆2 ∙ 𝜆3 = 1 for a case 

of plane stress. Pairs of Cauchy stresses and Green-Lagrange strains for a 2D case were generated to 

train the neural network. With the use of a feed-forward neural network (FNN) we achieved near 

identical results when compared to Ogden’s model, see Figure 1. The FNN has 2 hidden layers with 

15 neurons and a hyperbolic tangent activation function was used. Mean squared error was used as a 

loss measure during training. The TensorFlow library was used for training. 

 

 
Figure 23. Kirchhoff stress P [MPa] vs. uniaxial stretch 𝛌 [-]. 

An extension is made to Eq. 1 by making the shear moduli linearly dependent on temperature and 

adding the thermal contribution T to the free-energy function.  

𝜓(𝜆1, 𝜆2, 𝜆3, Θ) = −𝑝(𝐽 − 1) +
Θ

Θ0
∑

𝜇𝑝

𝛼𝑝
(𝜆1
𝛼𝑝 + 𝜆2

𝛼𝑝 + 𝜆3
𝛼𝑝 − 3)  

3

𝑝=1

+ 𝑐0 [(Θ − Θ0) − Θ ln
Θ

Θ0
] (2) 
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𝑃 = 
𝜕𝜓(𝐹,Θ)

𝜕𝐹
, 𝜂 =  −

𝜕𝜓(𝐹,Θ)

𝜕Θ
 (3) 

Deriving the expression given in Eq. (2) w.r.t. temperature Θ we obtain the expression for entropy 

𝜂(𝜆1, 𝜆2, Θ). If we consider an adiabatic process of stretch then entropy can be considered constant 

and thus the temperature change can be computed as we stretch a piece of rubber. The FNN is 

modified by simply increasing the hidden layers to 3, everything else is kept the same. It should be 

noted that in both examples a FNN was used to predict each of the stress components individually. 

The results are presented in Figure 2 for a thermomechanically coupled, an uncoupled purely 

mechanical, and a thermomechanically coupled FNN result. Stress is calculated as a function of 

principal stretches, 𝑃𝑁𝑁(𝜆1, 𝜆2)  = 𝐹𝑁𝑁(𝜆1, 𝜆2) for both hyper- and thermos-elastic behaviour. 

 

  
Figure 24. Kirchhoff stress P [MPa] vs stretch 𝛌 [-]. 

The data for training was generated randomly with limits to the principal stretches with 200 samples 

generated and separated in a 80/20 train/test split. The limits were chosen as 𝜆1 ∈ [1,8], 𝜆2 ∈ [1,8]. 
The FNN results are in good accordance with a mean relative error for results in Figure 2 being 2.8%, 

a mean absolute error of 0.008 MPa, and an R2 value of 0.999.  

3. Conclusions 

    Drawing from the results in Figures 1 and 2 simple FNNs can be used to model thermos-elasticity 

in rubber materials and a simplified model can be obtained which simply requires the stretches at any 

point in time. This is done on a small number of samples even without preprocessing the inputs of the 

network. Using the built-in auto differentiation function of TensorFlow the tangent moduli can also 

be obtained and thus the network can be implemented into an FEA software without difficulty. 
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1. Introduction 

 The classical (Cauchy) continuum theory faithfully describes the behavior of homogeneous 

materials such as steel or aluminum. However, discrepancies between theory and experimental results 

have been observed for inhomogeneous materials, especially those with pronounced microstructure. 

Moreover, the classical theory cannot describe the so-called size effect, a phenomenon observed in 

specimens of same material with microstructure in which smaller specimens are usually stiffer than 

larger ones. In problems where significant stress gradients occur, the analytical solutions obtained 

using the classical theory do not coincide with experimental results. One such example is an “infinite” 

homogeneous plate with a circular hole subjected to uniform tension, where the stress concentration 

near the hole provided by the classical theory is larger than the measured experimentally. In order to 

realistically describe the behavior of a material with internal structure and capture the phenomena 

that the classical theory cannot, several alternative theories have been developed by generalizing the 

classical theory, one of which is the micropolar (Cosserat) continuum theory [1]. 

 In the micropolar continuum theory there is an additional kinematic field (microrotation), which 

gives an orientation to each material point and is completely independent of the skew-symmetric part 

of the displacement gradient at the observed point (macrorotation). In order to describe a linear 

centrosymmetric isotropic micropolar continuum, it is necessary to know six independent material 

parameters [2]. The theory itself is well known, but reliable experimental methods for determining 

the material parameters are still not established, which prevents wider application of the theory. 

Alternatively, in some cases, the additional material parameters may be obtained with the help of 

numerical analysis in an inversely posed problem. To this end, the development of robust micropolar 

finite elements is very important. 

2. Micropolar 2D finite elements with fixed-pole interpolation 

 The present so-called “fixed-pole” interpolation is inspired by the fixed-pole concept first 

introduced in [3] where Bottasso and Borri applied the concept to the geometrically nonlinear 3D 

beams. The concept has proven to be particularly useful in nonlinear dynamics, but so far, no attempts 

have been made to apply it in linear analysis, where some advantages of the concept can be also 

expected. The fixed-pole concept naturally introduces a new kinematic field combining the 

displacement field and the rotational field, which results in non-standard degrees of freedom in place 

of displacements. The interpolation is further enhanced by a coefficient derived from observing the 

relationship with the linked interpolation, which is known to provide exact solution for the 

Timoshenko beam, thus obviously eliminating the shear-locking effect. Given the fact that the 

Timoshenko beam actually represents a 1D micropolar continuum, this type of element provides the 

basis for the further development of 2D and 3D micropolar finite elements with interpolation based 

on the fixed-pole concept.  

Isoparametric quadrilateral finite elements with 4 nodes and 3 degrees of freedom per node have 

been used here for the simulation of micropolar 2D continuum. The displacement-type weak 

formulation is obtained by means of the principle of virtual work. The microrotation field is 

interpolated by standard Lagrangian interpolation, while the displacement field is enhanced by 

applying the fixed-pole interpolation. It is important to note that an external force vector should be 
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determined according to the chosen interpolation functions in order to satisfy the finite element 

equilibrium equation. The elements have been tested through numerical examples consisting of a set 

of patch tests and in Figure 1. we present convergence of the element on a higher-order patch test – a 

cantilever beam subjected to pure bending. The analytical solution of the problem for the micropolar 

continuum was given by Gauthier and Jahsman [4] and this test is very important in the process of 

experimental determination of material parameters. They have shown that, in the micropolar 

continuum, the state of pure bending requires a linearly varying normal surface traction and a constant 

surface moment acting on the cross section at the loaded end. Moreover, both surface loads must be 

given in a unique proportion that depend on the material parameters. A numerical solution to this 

problem has been obtained using the elements with Lagrangian, enhanced fixed-pole, and linked 

interpolation [5], where for the last two we may show that they lead to an identical finite element 

formulation. Figure 1. shows much faster convergence of the fixed-pole element, in particular for the 

low values of the characteristic length for bending lb (which is one of the parameters of the micropolar 

continuum). 

 

       
Figure 1. Convergence of the quadrilateral 2D micropolar finite element using the Lagrangian 

interpolation (Q4) and the fixed-pole interpolation (Q4FP) for normalized vertical displacement 

3. Conclusion 

We have applied the fixed-pole concept to linear analysis of the micropolar continuum. The 

enhanced fixed-pole interpolation provides better convergence towards the solution than the 

Lagrangian interpolation. Development of robust micropolar finite elements is of vital importance for 

future progress of the micropolar continuum theory. In the future work, the enhanced fixed-pole 

interpolation will be also applied to the dynamic analysis of the micropolar continuum. 
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AVL-AST d.o.o. 

Strojarska cesta 22 

10000 Zagreb 

Croatia 

avl_croatia@avl.com  

www.avl.com/avl-ast-d-o-o  

 

AVL Croatia was founded in 1996 with headquarters in Zagreb as a member of the AVL List 

GmbH. 

As a strategic partner, we are mainly oriented to software production, electrification, creating and 

implementing software solutions for simulation, testing and optimization of all types of 

propulsion systems for passenger and commercial vehicles. We are a significant partner to a large 

number of car manufacturers worldwide who, due to stringent environmental standards and fuel 

consumption reduction, need to continuously improve their products. 

 

Our Areas of Expertise: 

Software Development 

Desktop & web simulation products, data analytics, co-simulation, distributed computing and 

visualization 

 

Simulation Technologies 

Multibody Dynamics and NVH, Structural FEA Analysis, System Simulations. 
 

Virtual Testing 

Virtual Testbed and HiL setup, MiL&SiL setup and sensor/actuator model development, test 

case automation for powertrain and Infotainment systems control units. 

 

Autonomous Driving 

Ontology engineering, test cases generation, route planning. 

 

Power Electronics 

Design of power converters based on wide band-gap transistors (SiC, GaN), battery cell 

cyclers, dyno inverters & AFE-s. 

 

 

“At AVL Croatia, we keep pace with the changes in the automotive industry and look forward 

to working with our customers on improving their products and services, in quality, 

competitiveness, usability, and availability. We believe that our support to our customers can 

be valuable, only when given at the right time.”  

- Goran Mirković, Managing Director 

 

mailto:avl_croatia@avl.com
http://www.avl.com/avl-ast-d-o-o
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AVL List GmbH (“AVL”) with its headquarters 

in Graz, is one of the world’s leading mobility 

technology companies for development, 

simulation and testing in the automotive industry, 

and in other sectors. Drawing on its pioneering 

spirit, the company provides concepts, solutions 

and methodologies for a greener, safer and better 

world of mobility. AVL constantly expands its portfolio of high-end methodologies and 

technologies in the areas of vehicle development and testing. With a holistic approach - from 

ideation phase to serial production – the company covers vehicle architectures and platform 

solutions including the impact of new propulsion systems and energy carriers. To achieve the 

vision of climate-neutral mobility, AVL drives innovative and affordable solutions for all 

applications - from traditional to hybrid to battery and fuel cell electric technologies.   

 

 
 

As a global technology provider, AVL’s offerings range from simulation, virtualization and 

test automation for product development to ADAS/AD and vehicle software. The company 

combines state-of-the-art and highly scalable IT, software and technology solutions with its 

application knowhow, thereby offering customers extensive tools in areas such as Big Data, 

Artificial Intelligence, Cybersecurity or Embedded Systems. Furthermore, AVL is striving 

towards a safe and comfortable driving experience for everyone and brings a comprehensive 

understanding of assisted and automated driving functions in different vehicles and 

environments into play. AVL's passion is innovation. Together with 10,700 employees at 

more than 90 locations and with 45 Tech and Engineering Centers worldwide, AVL is 

supporting customers in their mobility ambitions. In 2021, the company generated a turnover 

of 1.6 billion Euros, of which 12% are invested in R&D activities to ensure continuous 

innovation.  
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Center for Vehicles of Croatia (CVH) has been 

synonymous with benchmark for technical 

inspections, testing and homologation of vehicles in 

Croatia. However, apart from being the authority in 

the broad domain of vehicles, CVH has surpassed its 

primary business activity over the years. 

Investing in technological development, corporate 

social responsibility, employee training and 

connecting with leading institutions has enabled us to positively influence the safety of traffic 

participants, environmental protection, energy saving and human health. 

We are proud to point out that we are part of the vehicle inspection system which today has 

more than 1600 employees at 159 locations across Croatia and that we actively participate 

within the framework of that system in the development of national, European and 

international standards of prominent Croatian and world organisations. 

Our responsible and professional "drive" in the story of our success has allowed us to grow 

together with our employees, customers and other citizens, building a place of trust and 

security for drivers, associates and partners. 

It is our greatest success and an additional incentive to continue in the same direction in order 

to make the whole society an even better and safer place for future generations. 
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